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FOREWORD

This report is an adaptation of William L. Willshire's thesis,
"The Suppression of Sound by Sound of Higher Frequency," which was
written for the degree of Master of Science in Engineering at The
University of Texas at Austin. Mr. Willshire was enrolled in the
Department of Mechanical Engineering, and the date of his degree is
May 1977.

The research was carried out at the Applied Research ILaboratories
and was supported by the Office of Naval Research under Contract
NOOO14-75-C-0867 and by the Air Force Office of Scientific Research
under Contract F4UE20-T76-C-0040. Technical monitors were
Dr. Walter Madigosky and Dr. Logan E. Hargrove for ONR, and
Lt.Col. R. C. Smith and Lt.Col. L. W. Ormand for AFOSR.

David T. Blackstock
Supervisor




ABSTRACT

The purpose of this research was to study the suppression of one
sound by another sound of higher frequency. More specifically, the planar
propagation in air of a finite amplitude tone (the pump) and a smaller
amplitude tone (the weak signal) of lower frequency was investigated both
theoretically and experimentally. Suppression is caused by a modulation
of the weak signal by the pump. The acoustic energy of the weak signal is
not lost (absorbed) but rather redistributed to other parts of the spec-
trum. The modulation process leads to the formation of sidebands about
the high frequency signal. The amount of suppression depends qualita-
tively on whether the pump frequency is lower than the weak signal
frequency (Case I) or vice versa (Case II). Case I has been previously
studied and large suppression of the weak signal has been ubtained. Even
though preliminary analytical work indicated that little suppression is
possible in Case II, this research was undertaken to determine the amount
of suppression possible.

The theoretical investigation was concerned with both Case I
and Case II; a general notation was adopted so that the analysis of a
single solution was applicable to both cases. Various exact and approxi-
mate preshock solutions were reviewed in the time (Earnshaw solution) and
frequency (Fenlon solution) domains. These solutions were then compared
with each other and ranked with regard to their exactness. Because general
solutions valid in the postshock region were not available, postshock

solutions were developed based on weak shock theory. Weak shock theory was




implemented in a computer algorithm with corrections for attenuation and
dispersion. Predictions obtained from the use of the program were com-
pared to experimental results. The experimentsl work was restricted to
Case II. For the weak signal the experiments (performed in a 30 m
progressive wave tube) covered a range of source SPL of 104 to 121 dB and
a frequency range of 0.6 to 1 kHz. The corresponding ranges for the pump
were 125 to 158 dB and 1.5 to 6.6 kHz, respectively. The measurement
distances ranged from 3.9 m to 27 m. The agreement between experimental
results and theoretical predictions was excellent. In particular the
experiments confirmed the theoretical prediction that little suppression
of the weak signal is obtained for Case II either before or after shock
formation. The sidebands in both cases form around the high frequenéy
signal and the energy for the sideband formation comes primarily from the
high frequency signal (including its harmonics). Thus another general
conclusion is that the low frequency signal modulates the high frequency

signal, regardless of their respective amplitudes.
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CHAPTER I

INTRODUCTION AND LITERATURE REVIEW

The nonlinear interaction of two or more acoustic sigrals has
been a very active area of study in the past decade or so. In a note-
worthy early investigation Thuras, Jenkins, and O'Neil1 (1935) showed that
when two intense tones propagate in a plane wave tube, sum and difference
frequency components are created. In 1956 Ingard and Pridmore-Brown®
reported a study of the interaction of two intersecting beams of intense
sound and used the phrase "the scattering of sound by sound" to describe
the interaction. In a theoretical investigation Westervelt3 (1957)
claimed that the interaction would take place only for collinear propaga-
tion of the two beams. The work on the scattering of sound by sound led
tc the invention of the parametric array by Westervelth (1960). In turn,
a recent spinoff of research on the parametric array has been the
"absorption of sound by sound," a term coined by Westervelt’ (1973) to
describe the use of one sound to decrease the amplitude of a second sound.
A more descriptive phrase for the phenomenon is "suppression of sound by
sound" because the energy lost by the second sound is not absorbed but
rather redistributed to other frequencies. For an excellent review of
works related, both directly and indirectly, to suppression of sound by
sound see Schaffer6 (1975). Suppression of sound by sound is the subject
of this thesis. More specifically, the subject of this thesis is the

suppression of a small signal by a higher frequency intense signal.

|
|




An underwater experiment with spherical waves performed by
Moffett, Konrad, and Corcella7 (1972) demonstrated the phenomenon of
suppression of sound by sound. The experiment was intended to test a
parametric array whose primary frequencies were widely separated.

Moffett et al. found that the amplitude of the high frequency primary
was decreased by 17 dB when the low frequency primary was turned on. On
the other hand, little decrease in the low frequency primary was observed
when the high frequency primary was turned on. The explanation given for
the decrease in the first case was that the high frequency primary under-
went a frequency modulation by the low frequency primary. The modulation
caused a production of sidebands about the high frequency "carrier" - at
the carrier's expense. When the roles of the two primaries were reversed
(the second case), a modulation still occurred, but one that had little
effect on the amplitude of the low frequency wave.

The experiments of Moffett et al. show that two qualitatively
different cases are to be considered when a finite amplitude tone is used
to suppress a smaller amplitude tone.* In Case I the high intensity wave,
which will be called the pump, is lower in frequency than the weak signal.
In Case II the pump is higher in frequency than the weak signal.

The interaction processes in Case I and Case II are graphically
illustrated in Fig. 1.1 and Fig. 1.2, respectively. Here u (vertical
Axis) is particle velocity, t is time, x is propagation distance, ¢y is
the small signal propagation velocity, t'=t-(x/co) is retarded time, w is

angular frequency, and X is shock formation distance. In general the

*
Moffett et al. studied the interaction of two intense signals, but the
distinction between the two cases may still be made.
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subscript p refers to the pump and w to the weak signal. The combined
signal is represented by u, up' is the pump propagated independently,
that is, in the absence of the weak signal, and uw' is the weak signal
propagated independently. A zero preceding a subscript refers to source
amplitude. Lossless theory8 has been used to compute the waveforms.
First consider Case I. The low frequency pump by itself is shown in
Figs. 1.1(a) and (b), first at the source (x=0) and then after some finite
amplitude distortion has occurred (x=§£/2). Figures 1.1(c) and (d) show
the weak signal by itself at the same propagation distances. The combined
signal at the same distances is given in Figs. 1.1(e) and (f). The dis- -
torted pump waveform [1.1(b)] is subtracted from the distorted combined
waveform [1.1(f)] to illustrate the effect the pump distortion has on the
weak high frequency signal. The result is shown in Fig. 1.1(g); an
amplification factor of 3 has been applied to emphasize the result. Next
consider Case II. The source waveforms for the weak signal, the high
frequency pump, and the combination of the pump and weak signal are shown
in Figs. 1.2(a), (c), and (e), respectively. The three source waveforms
are shown propagated separately an equal distance (x=§£) in Figs. 1.2(b),
(d), and (f), respectively. Subtraction of the distorted waveform
[1.2(d)? from the distorted combined waveform [1.2(f)] leads to the wave-
form shown in Fig. 1.2(g). Again, an amplification factor equal to 3 has
been used to emphasize the result.

Through Figs. 1.1 and 1.2 a simple qualitative explanation may
be given for the two different observations of Moffett et al. In Case I
a frequency modulation of the weak signal is clearly visible [1.1(g)].

The frequency modulation is successful because the frequency of the pump
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is less than that of the weak signal: the nonlinear distortion of a

single pump cycle affects many cycles of the weak signal. Little varia-
tion of the weak signal is achieved for Case II, however. A high
frequency ripple at approximately the frequency of the pump is observed

in Fig. 1.2(g). In fact, the effect most apparent in the Case II figure
is a low frequency modulation of the pump by the weak signal [Fig. 1.2(f)].
The distortion of a single pump cycle influences only a fraction of a weak
signal cycle. The ripple on the weak signal is the result of the dis-
tortion of successive pump cycles.

Additional insight into the suppression of sound by sound
interaction is obtained by viewing the process in the frequency domain.
Figures 1.3 and 1.4 show spectra of waveforms similar to those in
Figs. 1.1 and 1.2. The spectra are actually sample date taken from
experiments that are described in Chapter IV. Figure 1.3 illustrates
Case I; Fig. 1.4 illustrates Case II. When one acoustic signal is
suppressed by a second, the energy taken from the first is redistributed
to sidebands centered around the higher frequency wave, and, in Case II,
its harmonics. In Case I the pump modulates the high frequency wave and
transfers energy from the weak signal to sidebands located at uétnwl
(n an integer). Again in Case II, the low frequency signal modulates the
high frequency signal, but the sideband energy (located at nnbtai, m an
integer) appears tc be drawn from the pump and its harmonics, not the weak
signal. In both cases the energy for the sideband formation primarily
originates from the high frequency signal. In Case I the energy redis-

tributed to the sidebands from the weak signal substantially decreases
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the amplitude of the weak signal; in Case II the energy redistributed from
the pump and its harmonics has little effect on their amplitudes.

Although qualitative discussions are useful to achieve a basic
understanding of the phenomenon of suppression of sound by sound, further
understanding of the phenomenon requires a quantitative investigation.

A way to begin the investigation is to use a solution by Fenlon for dis-
tortion of sound from a two-frequency source.9 Although his solution is
limited to lossless propagation and to distances less than f, it provides
important information about the parameters that are significant and about
the amount of suppression that may be obtained. The predicted result for

the amplitude of the weak signal for both cases, provided the source

’ amplitude of the weak signal is much less than that of the pump, is
u'Weak z uow

JO(QOP) 5 (1.1)

where the subscript weak refers to the weak signal of the combined wave-

form, Jo is the zero order Bessel function of the first kind, Q is the

ratio of the weak signal frequency to the pump frequency, and cpEx/—i.
Complete suppression of the weak signal may be achieved at the zeroes of |
Jo, the first one occurring at ncp=2.h. Here a quantitative difference

between Case I and Case II may be seen. First note that the prediction is

valid only when op<1. Even with this restriction, however, in Case I Q

may easily be chosen large enough that Qop=2.k. Thus a complete null may

in theory be achieved. In an experimental study of Case I interaction,

Schaffer6 observed reductions of as much as 40 dB in the weak signal when

he varied the product Qap over a range including the null value 2.k, 1In

Case II, on the other hand, ( has values less than one. Therefore, the
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largest permissible value of the argument of the Bessel function is Qop=1.
At this extreme value, the reduction of the weak signal is only 2.4 dB.

The effectiveness of the suppression of the weak signal is shown
for both cases in Fig. 1.5. Plot (a) is for Case I; the horizontal axis
is g and the vertical axis is the decrease [20 log,, JO(QUP)] in the weak
signal. Three different values of Q are used. When (=4, the range of the
argument of the Bessel function includes its first zero, and total
suppression of the weak signal is achieved. Figure 1.5 plot (b) shows
the suppression of the weak signal for Case II. Three different values of
Q are used. Within the limits of the validity of the theory and within
possible values of Q, there is little suppression of the weak signal.

Other quantitative approaches besides Fenlon's solution have
been used to investigate the nonlinear interaction between two acoustic
signals. A frequency modulation (FM)-type solution has been used by
Scha.ffer6 and others to describe the Case I interaction. Schaffer found
that FM solution and Fenlon solution give the same prediction for the
amplitude of the weak signal but not for the amplitudes of the sidebands.
In the FM solution the sidebands are symmetric in magnitude about the
weak signal. In the Fenlon solution, however, the amplitudes are
asymmetrical about the weak signal; the upper sidebands have the larger
amplitudes. An FM solution may also be derived for the Case II inter-
action but, as with the Fenlon soluticn, the FM solution is valid only
for shock free waveforms.

Little suppression of the weak signal of Case II takes place

before shocks form. An investigation is needed to determine whether

additional suppression of the weak signal can be achieved after shock
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formation. Little analytical work has been done on the interaction of two
acoustic signals after shock formation. Although an early treatment was
given by Naugol'nykh, Soluyan, and Knokhlov'® (1963), and Moffett et o
(1977) discuss the phenomenon, no general solution of the suppression
problem valid after shock formation has been found. The weak shock method
is an available mathemastical procedure which yields valid solutions beyond
the formation of shocks. A substantial amount of the theoretical work
involved with this thesis deals with the application of weak shock theory
to investigate Case II suppression at distances X,

Although suppression of sound by sound seems to be much more
effective in Case I than in Case II, at least for the shock-free region,
Case IT is generally more attractive when applications are considered.

An gpplication that immediately comes to mind is the controlled reduction
of acoustic signals. The practicality of using Case I for acoustic
control is limited. Although much reduction of a high frequency signal
can be obtained, the frequency region about the reduced signal is swamped
by harmonic and sideband "pollution.” Figure 1.3(c) illustrates the
situation. Considerable reduction of the weak signal has been achieved,
but much acoustic energy is located at nearby frequencies. The applica-
tion of Case I for acoustic reduction is limited to a narrow frequency
band, in particular, a band whose width is no greater than the frequency
of the pump. Case II, on the other hand, has more possibilities;

Fig. 1l.4(c) shows why. Because the pump frequency in Case II is greater
than that of the weak signal, the acoustic pollution is higher in fre-

quency than the weak signal. If the pump can reduce the lower frequency

weak signal, additional acoustical energy will be required that is not

e ——
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close in frequency to the weak signal. The reduction bandwidth is the
frequency of the pump minus the frequency of the weak signal, but the
pump in Case II has a greater frequency than the pump in Case I.

The work presented in this thesis is a logical extension of the
work done by Schaffer6 on Case I. The subject of this thesis is the
suppression of sound by sound for Case II. General theoretical models and
solutions which are applicable to both Case I and Case II are developed in
Chapter II. The models and solutions are compared to each other and their
limitations are discussed. Chapter III is a detailed description of the
computer programs which implement weak shock theory with provisions for
attenuation and dispersion. The intent is to give the reader enough
insight into the computer programs so that he can use them with confidence
in & minimum eamount of time. For readers who do not want or desire this
insight, Chapter IITI may be skipped without interfering with the continuity
of the remainder of the thesis. The experimental apparatus and its cali-
bration and accuracy are described in Chapter IV. Theoretical and
experimental results are presented and compared in Chapter V. Conclusions
and final comments are made in the last chapter, Chapter VI. Appen-
dices A, B, and C contain listings of the major computer programs used.
Appendix D contains & detailed derivation of an alternate representation

for one of the preshock solutions discussed in Chapter II, the improved

FM solution.
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CHAPTER II

THEORY

The theoretical tools used to describe the interaction between
a finite amplitude tone and a second, weaker tone are presented here.
Although the subject of this thesis is the suppression of sound by sound
for Case II, much of the theory is applicable to both cases. Whenever
possible a general notation is employed so that the theoretical results
are useful for both Case I and Case II. Three possible approaches were
mentioned in Chapter I to describe the interaction: Fenlon's solution,
an FM solution, and weak shock theory. Theoretical descriptions of the
behavior of finite amplitude sound are frequently limited to shock-free
waveforms, and such is the case for both Fenlon's solution and the FM
solution. The solution based on weak shock theory, however, can accommo-
date waveforms with discontinuities. All three solutions may be derived
from an implicit solution called the Earnshaw solution. In weak shock
theory, the Earnshaw solution must be supplemented by a shock propagation
equation derived from the Rankine-Hugoniot shock relations. Thus the
Eernshaw solution is used to describe the continuous sections of waveform
between disconi nuities, and the shock propagation equation is used to
make the connections across the discontinuities.

In this chapter the general form of the Earnshaw solution is
reviewed, and then two exact preshock solutions for a two-frequency source
are given: the Earnshaw solution for the time domain and the Fenlon

solution for the frequency domain. Various useful approximations of the

14




exact solutions are then made and compared with each other and with the

; exact solutions. Next, the behavior of the interaction after shock

formation is considered. The shock relations are combined with the

Earnshaw solution to form weak shock theory, and then the equations of

weak shock theory are cast in difference equation form and implemented in

a computer subroutine. Next the importance and the effect of attenuation I
and dispersion are considered, followed by mathematical formulations for

attenuation and dispersion. The last section of the chapter deals with

the major computer algorithm, C500, which calculates the propagetion of a |

wave; the effect of attenuation and dispersion is included in the

algorithm. 3

A. Earnshaw Solution

The Earnshaw solution8 is an exact solution of the equations of 1]
motion for progressive waves. The solution is first reviewed for gaseous
fluids. A convenient approximation of the solution is then obtained which
is applicable to liquids as well as gases. The equations of motion for a

lossless perfect gas are (see, for example, Bantalz)

Continuity: e, + up, + pu, = O (2.1)
Momentum: p(ut+uux) +p, =0 (2.2)
y i
Equation of state: = = (£ ) (2.3) |
o o) ]

where p, u, and p are the instantaneous values of density, particle

velocity, and pressure, respectively, P and p, are the ambient values of

density and pressure, x is propagation distance, t is time, and y is the




ratio of specific heats of the gas. If the wave motion is progressive,
say, restricted to outgoing waves, the following first integral of
Egs. 2.1 through 2.5 may be obtained (for example, see Blackstocle),
ne # (co+Bu)ux =0 » (2.4)
where B=(7+1)/2 for gases. A solution of this equation for the boundary
condition
u(0,t) = £(t)
is
u(x,t) = £(e) (2.58)
where
X
ot (2.5b)

Equations 2.5a and 2.5b constitute the Earnshaw solution. The parameter @
represents the time a point on a waveform, i.e., & wavelet, left the

origin.

An important physical interpretation may be obtained directly
from Egs. 2.4 and 2.5b. Inspection of these equations shows that the
propagation speed is

%% =c  +Bu . (2.6)

In general, different points, or wavelets, of a waveform propagate with

different speeds, and the result is distortion of the wave. The variation

S
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in propagation speed is due to two things. First, the sound speed varies
because of the nonlinearity of the pressure-density relation; the sound

speed c is (see, for example, Blackstocklk)

c =0 +7-lu P (2'7)

where Oy is the small signal value of the sound speed. Second, because
the propagation of an acoustical wave is longitudinal, the wave is con-
vected by its own passage through the medium. The effect of convection
on propagation speed may be expressed as

%% =c+u . (2.8)

The combination of Eqs. 2.7 and 2.8 results in Eq. 2.6.

An approximate form of the Earnshaw solution is often used for
convenience. The approximate form is obtained by performing a binomial
expansion of Ej. 2.5b and keeping terms of order € only, where €, the
Mach number, is defined as the ratio of the maximum particle velocity to

the small signal speed. The result of the binomial expansion is
u = £(o) (2.9a)

e+ Bro) (2.9v)

c
(@)

S
]

where t' is the retarded time, t-(x/co). By common usage Eqs. 2.9 are
referred to as the Earnshaw solution.

The Earnshaw solution is equally applicable to liquids. A

general expression for the equation of state for lossless perfect fluids

1
{
|
!




is (for example, see Beyerls)

where the values of the coefficients, A, B, C, etc., are in general
empirically determined. To the same order of approximation as that used
in the derivation of Eq. 2.9b, the Earnshaw solution is made applicable

to liquids by taking

in Eq. 2.9b. For air the ratio B/2A is equal to (7-1)/2.

It is important to remember the restrictions on the validity of
Egqs. 2.9. Because of the approximations made, Eq. 2.9b is valid only for
values of €<<1. Note that e=0.1 corresponds to a SPL of 174 dB re
0.00002 N/m2 in air and a SPL of 284 dB re 1 uPa in water.* Another
important point is that by itself the Earnshaw solution, in either of the
forms presented in Egs. 2.5 or 2.9, is valid only for continuous wave=-
forms. The solution may be used to predict the formation of shocks.
Beyond the shock formation distance, however, the waveforms predicted with

the Earnshaw solution are multivalued.

¥
Throughout this thesis the reference pressure for SPL is = 0.00002 N/xn2
for air.

A T PP P 5 ¥ Ty £ e S e s
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B. Exact Preshock Solutions for Two-Freguency Source

The Earnshaw solution for the two-frequency boundary condition

u(o,t) = Yem sin wpt +u . sin ot (2.10)
is
hs !
u(x,t') = Ugp S1D mbm +u . sin @O (2.11a)
= gt 4 EX_ (
P=t"'+ 3 u, sin @ + u o sin wwcp) g (2.11b)
o

The notation adopted is as follows. The subscript w denotes the signal
and the subscript p the pump. A zero preceding a subscript indicates
source amplitude of the particular tone. The first term in Eq. 2.1la is
referred to as the pump term up and the second one as the weak signal
term u . The combined particle velocity signal, composed of the pump and
the weak signal, is referred to as u. When a particular tone propagates
by itself, that is, in the absence of the other tone, a prime is used.
For example, up' represents the pump propagated by itself. An important
frequency parameter is the ratio Q=u%/wp. For Case I Q is greater than 1,
while for Case II Q is less than 1. The w-p notation is adopted so that
the derivations which follow hold for both Case I and Case II.

As noted in an earlier section, the validity of the Earnshaw
solution is limited to distances x<§, where X is the shock formation
distance. Fenlon9 has shown that the shock formation distance for waves

from a two-frequency source is

b !
- ’
Bepkp + aewkw

X
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where k=a/c°. The region of validity becomes

X <3k 15:—:1:
Pepp wow

or, in terms of o,

g <1=g
P w

For the work done in this thesis, cp>>ow. A reasonable approximation of

the limitation set by shock formation is

fo Al
p

A convenient way to display data as a function of distance is to plot it
ageinst op. The theoretical predictions and experimental results are
displayed in this fashion. Normally o=1 is the dividing line between the
absence and presence of shocks in a waveform. For the particular waves
studied here cp<1 is a good approximgstion for the shock-free regions of
the waveform, but op+qw<l is the exact relationship.

The effect of the pump on the weak signal is expressed by the

weak signal term of Eq. 2.1lla,

(u) =u_ sinfo [t' + BEfu  sin o ® +u__ sin w ® PRRRE el
V' BARN ow W coe( op P ow W )

where the subscript EARN denotes the Earnshaw solution. This portion of

the Earnshaw solution represents the weak signal and its harmonics in the
presence of the pump. It also includes the sidebands resulting from the

interaction of the pump with the weak signal. But, Eq. 2.12 does not

describe the complete sideband formation of the interaction of the pump




£ =ab (B-23)

(@]

y =ct/e (B-2k)
and

u=y = cos Y . (B-25)

In terms of these variables, the impulse response becomes

hnC expl-2a(1-y cos 6.)] y+1
h(y,?o) = y L / g (2& sin 6, V 1 - (y-u)z)

A5 = Yo

X exp[}2au cos 91 - Eo(ye-l)/u] X (B-26)

Equation (B-26) completes the reduction of the impulse response of a
parametric array to a single integral. This integral is complicated, and
an exact analytic expression for it is not known at this time. However,
this formulation of the impulse response is useful for several reasons:
(1) h(y,?;) is always positive or zero,
(2) h(y,;z) is a smooth function except at y=1,
(3) the behavior of h(y,F;) as y approaches 1.0 and as y approaches
infinity is well known, and
(4) the properties of h(y,;;) imply that it will be possible to
approximate h(y,?;) by a polynomial in y.
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ulx,t') = : )J (nap) sin nu)pt' . l

(2.14)

:?; P g;o Jm[(m + %)ow] Jn[(mﬂ+n)cp] Sin(mw&+nwp)t' )
W

The first term of Eq. 2.1% is an expression for the amplitude of the pump
and its harmonics in the presence of the weak signal; the second term is
the remaining porcion of u, namely, the weak signal, its harmonics, and
the sidebands of the interaction.

The frequencies of the spectral components of u are seen to be

' W = |my + nw
m,n W D

The indices for the frequencies are used to form a notation for the
individual frequency components of the spectra of u. The general notation
for the amplitude of a spectral component of u is W where the angular

)

frequency of the component is equal to the value of By o For example,
s

ul 0 is the amplitude of the weak signal component (a%). For Case II

(m >w  J¥ represents the amplitude of the component located at a

l -1

frequency of wp-a% because mw-wp is negative. The components located at

the frequencies of the pump and its harmonics are represented by L T
2

(“ﬁln evaluated at m=0 is equal to nw, ). The first term of Eq. 2.14 is
>

represented by uo,n and the second term by um - uO n

The sideband formation 1s composed of contributions from both
terms of the Earnshaw solution, Eq. 2.1lla; therefore, (uw)EARN¥um,n-uo,n.
Part of the energy to form the sidebands comes from the suppression of the

weak signal represented as

“ T —— — — R
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2u

u o = UOw Jl(cw) JO(Qop) (2.15a)
w

tu Jo(ﬂcp) : (2.15p)

The approximate result, Eq. 2.15b, was used in Chapter I to predict the
suppression of the weak signal for Case I and Case II (Eq. 1.1). Another
source of energy for the sideband formation is the pump and its harmonics.
The first summation term of Eq. 2.14% is equal to Jo(ncw/n) times the
Fubini solution for the pump. (The Fubini solution (for example, see
Blackstock17) describes the nonlinear propagation of the signal from a
single frequency source.) The difference between the Fubini solution for
the pump and uo,n of the Fenlon solution is a measure of the energy redis-
tributed from the pump and its harmonics to the sidebands through the
interaction of the pump and the weak signal. The difference becomes
greater for larger n or for the higher harmonics of the pump, and is
larger in Case II than in Case I because Q in Case II is less than 1.

For Case I more energy for the sideband formation comes from the suppres-

sion of the weak signal, whereas in Case II more energy is redistributed

from the harmonics of the pump.

C. Approximate Preshock Solutions for Two-Frequency Source

The exact solutions, Eq. 2.11 and Eq. 2.13, are available for
analytical investigations, but approximate solutions are often much easier
to implement and just as useful for certain purposes as the exact solu-
tions. The crudest approximate solution is reviewed first and more

sophisticated approximate solutions are discussed later. An FM solution

T PP A .t . 3w R A R0 5T MR =
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may be obtained by approximating ¢ (Eq. 2.11b) in the Earnshaw solution.
If uop>>uow’ ¢ may be approximated as
5wy 4 B
P=t'+ - Uop sin wbm * (2.16)
o

In this case the pump term of the Earnshaw solution becomes, in the
frequency domain,

u =u s (no_) sin nw t* (2.17a)

ho) op &= ncp nYp o) ?

which i1s recognized as the classic Fubini solution. In other words, in
this approximation the weak signal has no effect on the pump. But the

pump definitely affects the weak signal, as shown by the expression for u s

- ]
LU sin(aht + Qcp sin wpw) . (2.17v)

A further simplification is now made by letting 9=t' in the inner sine

function of Eq. 2.17. The result is

- ] 1
() = U sin(wht + Qcp sin wpt ) : (2.18)

where the subscript FM refers to the FM solution. Replacing @ by t' in
this way is justified in that the approximation is made in a term that is
already just a correction to the phase of t'. A frequency domain repre-

sentation of Eq. 2.18 is (for example, see Carlsonls)

0

(uw)FM =u_ n;m Jn(ﬂcp) sin[(wwﬂwap)t'] . (2.19)




25

A better approximate solution, which may be called the improved
FM solution, is obtained by not approximating ©® by t' in the inner sine
function of Eq. 2.17b. The following Bessel function frequency domain

representation of Eq. 2.17b has been found by Blackstock (see Appendix D),

©
(u,,,)I oy o nz; % f = [(Q+n)cp] sin [(ww+nwp)1:'] , (2.20)
where the subscript I FM denotes "improved FM solution."

Physical interpretation of the FM and improved FM solutions is
important in understanding the usefulness of the solutions. The approxi-
mate ¢ equation (Eq. 2.16) used to derive these solutions contains many
implicit assumptions: (1) the pump is not influenced by the presence of
the weak signal and the pump term does not give rise to contributions to
the sideband formation (the pump term is simply the Fubini solution),

(2) the weak signal does not distort (neither Eq. 2.19 not Eq. 2.20
contains harmonics of the weak signal), and (3) the sideband formation is
due solely to the modulation of the weak signal by the pump. These
assumptions are simplifying because it has been shown6 that both terms of
the Earnshaw solution contribute to the sideband formation, the pump is
affected by the presence of the weak signal, and the distortion of the
weak signal is dependent on its amplitude.

A still better approximate preshock solution may be obtained
from the Fenlon solution. The m=0 terms of Eq. 2.13b represent the ampli-

tude of the pump and its harmonics,

2uo now
s, T > § g
Y n nop JO = Jn(ndp) 5, n>0 (2.21)
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If now/9<<l, Jo(nqw/Q)=l and Eq. 2.21 reduces to the Fubini amplitudes.
The m=1 terms of Eq. 2.13b represent the weak signal and the sidebands
resulting from the mutual interaction of the pump and the weak signal,
2uow n
W -—(-—n) Iy [(1 + -d)cw] Jn[(ﬂ+n)op] 5 (2.22)
g (1 + =
W Q
2Jl [(1 + g—)cw]
If now/9<<l (or o <<1), L=,
W n
a (l + -)
w Q
and Eq. 2.22 becomes
.%
L Jn[(n+n)0p] 5 (2.23)

which is referred to as the approximate Fenlon solution (APP FEN). Unlike
the previous approximate solutions, however, this expression includes
sideband contributions from both the pump signal and the weak signal. The
m=2,3,..., terms of Eq. 2.13%a represent the higher harmonics of the weak
signal and the sidebands resulting from their interaction with the pump
and its harmonics. For ow(m+n/9)<<1, the amplitudes of these "higher
order" sidebands are very small. The improved FM solution (Eq. 2.20)

differs from the approximate Fenlon solution (Eq. 2.23) by the factor

LR - it . (2.24)

The difference between the two solutions is small for Case I, where Q>1,

and for small n, but the two solutions differ considerably for Case B

where 0<l, even for small n. As already noted, the reason there is a
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difference between the two solutions is that in approximating 9 by
Eq. 2.16 the effect of the weak signal on the pump was not included in
the improved FM solution.

Figure 2.1 is a flowchart which shows the relationships between
the various preshock solutions. In the figure, equivalent solutions are
across from one another, and the direction of increasing exactness is from
the bottom to the top of the figure. It may be observed from the figure
that & time domain solution equivalent to the approximate Fenlon solution

has not yet been found.

D Effect of the Weak Signal on the Pump

The weak signal has an effect on the pump, seen in the factor
Jo(now/n) that appears in the first summastion term of the Fenlon solution
(Eq. 2.14), even though the weak wave is generally regarded as a "small
signal." If the factor were unity, the series would be precisely the
Fubini solution. An interesting exercise is to subtract the Fubini solu-
tion, Eq. 2.17a, that is, the pump propagated by itself up', from the

complete Fenlon solution:

D &= noy

2 2uo no_
u-=-u'-= —2 (g (=£) - 1| J_(no_) sin nw t' + DS ;
o\ § 1 S o P

where DS stands for the double sum in Eq. 2.14. It is clear that u-up'
includes (1) all the sideband components, (2) the weak signal and its
harmonics, and (3) certain residual signals at frequencies equal to the
pump and its harmonics. The residual signals are a measure of the effect

of the weak wave on the pump. The time domain representation of u-up' may
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be found from the Earnshaw solution. The effect of the weak signal on the

pump is seen in the time domain by the sidebands due to the pump term of

the Earnshaw solution. The time domain representation of the Fubini

solution,

S

up'(x,t') o sin wﬁv b (2.258)
where

¢ =t + s @,P . (2.25b)

is subtracted from the complete Earnshaw solution (Eq. 2.11). This sub-
: tractive procedure is only valid for the complete Earnshaw solution. In
. the approximate Earnshaw solutions the approximation used for @ guarantees
that up=up'; therefore, the subtractive procedure yields the weak signal
term.
Figure 2.2 illustrates the predicted effect of the pump on the
weak signal in Case I using the following solutions: +the complete

Earnshaw solution (Eq. 2.12), the FM solution (Eq. 2.18), the improved FM

e

solution (Eq. 2.17b), and the specially constructed signal u-up' (Eq. 2.11a
minus Eq. 2.25a), which shows the effect of the weak signal on the pump.
The four solutions are, respectively, (a), (b), (¢), and (d) in the figure.

The source amplitudes and frequencies are exaggerated to emphasize the

effect of one signal on the other.

A comparison of the spectra in Fig. 2.2 reveals that the
predicted amplitude of the weak tone is the same in every plot. For the
FM solution the sideband formation is symmetric about the weak tone, but

for the improved FM solution the formation is asymmetric. The higher
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frequency sidebands are enhanced. In the complete Earnshaw solution the
weak signal undergoes finite amplitude distortion at a rate depending on
its amplitude, but in the FM solutions the weak signal does not distort no
matter what its amplitude. The greater high frequency sideband formation
in the Earnshaw solutions is partially a result of the harmonics of the
weak signal interacting with the pump and its harmonics. The difference
between plot (a) and plot (b) is more difficult to explain. Both the pump
and weak signal terms in the Earnshaw solution contribute to the sideband
formation caused by the mutual interaction between the tones. In plot (a),
only the weak signal term of the Earnshaw solution is shown; therefore only
the sidebands due to the effect of the pump on the weak signal are seen.
The Earnshaw solution in plot (d) shows the effect of the pump on the
weak signal and the effect of the weak signal on the pump. The observed
sideband formation is due to both terms in the solution. The fundamental
and harmonics of the pump (the residual signals described earlier) seen in
the plot indicate that the presence of the weak signal has an effect on
the finite amplitude distortion of the pump, as is very evident in the
waveform of plot (d). The weak signal seems to be undergoing amplitude as
well as frequency modulation. The amplitude modulstion is not caused by
the relatively large amplitude of the weak signal in this example; compu=-
tations with weak signals of much smaller amplitude (100 dB down from pump
amplitude) showed similar amplitude modulation.

Figure 2.3 illustrates the predicted effect of the pump on the
weak signal in Case II. Plot (a) illustrates the Earnshaw solution

(Eq. 2.12), plot (b) the FM solution (Eq. 2.18), plot (c) the improved FM

[ERS
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solution (Eq. 2.17b), and plot (d) the signal u-up'. The source
amplitudes and frequencies are exaggerated to emphasize the interaction
between the tones.

Inspection of the spectra of Fig. 2.3 reveals that the predicted
amplitude for the weak tone is the same for all the solutions. The FM
solution sidebands are symmetric about the pump and harmonic frequencies;
the improved FM solution sidebands are asymmetric (by a fraction of a
decibel). In the improved FM solution the sidebands around the second
harmonic of the pump are 20 dB larger than those for the simple FM
solution. The finite amplitude distortion of both tones is incorporated
in the complete Earnshaw solution but not in the approximate solutions.
The distortion of the weak signal is observed in the Earnshaw solution
plots [plots (a) and (d)]. The interaction of the pump with the harmonics
of the weak signal is a cause of the greater sideband formation in the
Earnshaw solutions. The sideband formation in plot (a) is due solely to
the weak signal term of the two-frequency Earnshaw sclution. The sidebands
in plot (d) are due to both terms of the Earnshaw solution. Evidence of
the effect of the weak signal on the pump is the energy located at fre-
quencies equal to that of the pump and its second harmonic. Notice that
the amplitude of the second harmonic component is larger than that of the
pump. The sidebands in plot (d) are abnormally large compared to those in
the other solutions. Only the sidebands from the weak signal term of the
Earnshaw solution are contained in the other solutions. The effect of
both tones on each other is best observed in the dramatic waveforms of

plot (d). The period of the cusps is approximately the period of the

pump (or the sidebands observed in the corresponding spectrum). The cusp
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formation is not due to the relatively large amplitude of the weak signal
in Fig. 2.3; cusps were predicted in calculations where the amplitude of
the weak signal was 100 dB less than the pump amplitude.

Figures 2.2 and 2.3 demonstrate that the primary source of
energy for the sidebands is different in the two cases. The suppression
of the weak signal for both cases is described by Eq. 2.15a. The
difference between the Fubini solution and the uo,n terms of the Fenlon
solution (Eq. 2.14) is a measure of the amount of energy of the pump and

its harmonics which is redistributed to the sidebands. The normalized

difference between the two is

(uo,n) e (uo,n) ho
?ﬁN ) i N Jo(-n—") , (2.26)
CH L.

where the subscript FUB refers to the Fubini solution, n=1 corresponds to
the pump, and n=2 to the pump's second harmonic, etc. The smaller the
difference between the solutions, the less pump energy is redistributed to
the sidebands. For Case I, the argument of Jo in Eq. 2.15a may be greater
than one (op<l but @>1) and may equal the first zero of Jo. Therefore,
much energy may be redistributed from the weak signal to the sidebands.

On the other hand, for Case I little energy is redistributed from the pump
and its harmonics so long as n is not large; Eq. 2.26 is approximately
zero because Jo(ncw/n)él for cw<<l and 1. For Case II the roles of the
primary and secondary sources of energy for the sideband formation are
switched. The argument of Jo in Eq. 2.15 has a limiting value of 1

(9<1 and op<1) for Case II, so that little suppression of the weak signal

is achieved. On the other hand, the amount of energy redistributed from
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the pump and its harmonics is greater. Even though cw<<1, the fact that
0<1 means that the argument of J_ in Eq. 2.26 may deviate substantially
from zero and thus the value of Jo may deviate correspondingly from unity.

The energy for the sideband formation in both Case I and Case II
comes primarily from the higher frequency tone and its harmonics. In
Case I the higher frequency tone is the weak signal and so a great deal
of its energy is required to form the sidebands. In Case II the pump is
the higher frequency tone. The sideband energy taken from it represents
such a small percentage that the relative decrease in the amplitude of
the pump and its harmonics is not very great.

Figure 2.4 illustrates the difference between the approximate
Fenlon solution and the Bessel function representation of the improved FM
solution due to Blackstock (see Appendix D). The approximate Fenlon

solution spectra represent u and the FM solution represents L The

1n
ratio of the improved FM solution to the approximate Fenlon solution

(Eq. 2.24) represents the difference between the two solutions. Plots (a)
and (b) show that for Case I there is little difference between the two
solutions (the ratio is approximately one for small n and @>1), but for
Case II the difference is larger (with <1, even for small n, the ratio is
not equal to one). For Case II the predicted sidebands for the approximate
Fenlon solution are much larger than those for the improved FM solution.

Similarly large sidebands were also observed in Fig. 2.3(d). The two

solutions with large sideband formations both incorporate to some degree

the mutual sideband formation of the pump and the weak signal.
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E. Shock Relations

When shocks form in a waveform, conservation equations must be
applied across them to connect the continuous portions of the waveform on
either side. The conservation equations commonly used are called the
Rankine-Hugoriot shock relations. The relations may be combined to yield
an expression for the propagation speed of a shock. The expression which
is an approximation of the same order as the Earnshaw solution is (for
example, see Pestoriusg)

%) “ oot (i) e

shock

dt
‘refers to behind the shock, and the subscript 1 refers to in front of the

where 95) is the propagation speed of the shock, the subscript 2
shock

shock. The propagation velocity of a wavelet in a continuous waveform is
given by Eq. 2.6. A comparison of the two equations (Eqs. 2.6 and 2.27)
shows that a shock travels with the mean speed of wavelets just behind and
Jjust ahead of it. Therefore wavelets behind the shock tend to catch up
with the shock while the shock tends to overtake wavelets ahead of it.

The Earnshaw solution is valid only for progressive waves. Is
this condition satisfied when a wavelet overtakes a shock, that is, is
there a reflection of the wavelet which would negate the progressive wave

19

assumption? Lighthill calculated that for weak shocks the departure

> where Z is the shock strength

from progressive wave flow is of the order Z
defined as (pé-pl)/pl. Thus, to order 7° the formation of shocks does not
invalidate the progressive wave assumption. When €=0.1, the maximum value

of Z is 0.0032. Therefore, for the purpose of this thesis, reflections
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from shocks may be ignored. The Earnshaw solution may continue to be
used for the continuous sections of a waveform.

If, when a wavelet overtakes a shock, or vice versa, there is no
reflection, what is the consequence of the merger? The answer to this
question is an important result of nonlinear acoustics. A shock is com-
posed of at least two wavelets. One of the wavelets is associated with
the peak (maximum pressure) of the shock and another wavelet is associated
with the trough (minimum pressure) of the shock. These two wavelets,
which may be used to describe a shock, may be referred to as the endpoint
wavelets of the shock. In a wavelet-shock merger either the shock or the
wavelet overtakes the other because of differing propagaetion speeds. A
wavelet-shock merger is really the merging of one of the shock's endpoint
wavelets with the third wavelet. When a wavelet overtakes a shock, the
wavelet governs the amplitude of the shock, but when a shock overtakes a
wavelet ahead of it the overtaken wavelet determines the amplitude of the
shock. A similar process occurs between two shocks with differing propa-
gation speeds which overtake one another. The result of the merging of

two shocks is a single shock.

. Weak Shock Theory

Weak shock theory is based upon the Earnshaw solution (Eq. 2.9)
and the equation for the propagation speed of a shock (Eq. 2.27). The
quantity © in the Earnshaw solution has units of time, and the coefficient
Bf(cp)/co2 has units of time per distance. The shock propagation relation-
ship connects the Earnshaw solution on one side of a shock to the Earnshaw
solution on the other side of the shock. It would be very useful if the

shock propagation equation were in units of time per distance. Inverting
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Eq. 2.27 will produce the desired dimensions. Further usefulness is
achieved by making a variable transformation from t, real time, to t', the

retarded time. The variable transformation is expressed by

gt e oo . (2.28)
o
Substituting the inverse of Eq. 2.29 in this equation yields
dat'’ i 1 1
£ )shock i e +k (u,+u,) : E; . e
g 2 ip

Performing a binomial expansion to the same order as before and collecting

terms yields

at.’
H-)shock A ;;Le. (ul+u2) : e
o

Equations 2.30 and 2.9 form weak shock theory.

In preparation for the implementation of weak shock theory in a
computer algorithm, the following ideas need to be established. A wave-
form may be described as a collection of wavelets associated with a

corresponding collection of retarded times, or as

u(t,'),1=1,2,3, .., n (2.31)

where n is the number of points in the waveform representation. To
simplify this discussion and other descriptions, let time t refer to

retarded time t'. The use of weak shock theory to propagate the wave

represented by Eq. 2.351 results in a new waveform represented by the same




collection of wavelets, but a different collection of times. The new
collection of times is calculated from Egs. 2.9b and 2.30. The changed
time relationships between the wavelets represents the distortion of the
waveform. A shock is formed when two or more wavelets are associated with

the same time or when a multivalued region is predicted in the waveform.

G. Weak Shock Computer Algorithm

Equations 2.30 and 2.9b form the mathematical basis for weak
shock theory. The application of the equations was briefly discussed in
the last section, but how is weak shock theory practically implemented?
Analytical implementation is possible but usually very difficult to do
except for the simplest of boundary conditions. In principle, implemen-
tation of weak shock theory by means of a computer algorithm is simple.
Pestorius8 has developed a computer algorithm referred to as WAVEPROP
which implements weak shock theory. WAVEPROP was initially designed to be
used on random waveforms, but works equally as well on deterministic
waveforms.

In WAVEPROP an input waveform is propagated a desired distance
in incremental steps. The input waveform is represented as a collection
of wavelets and their corresponding times. The values of the wavelets are
stored in an array, called the U array, and the values of t' in a second
array, called the T array. In the propagation of the initial waveform the
first incremental distance produces a new T array associated with the U
array. The spacing between the elements of the T array is initially
uniform but, because of waveform distortion, the spacing between the T
elements changes with every incremental propaegation step. The input for

the next propagation step is the output of the last step. A shock is

e ol
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formed when two or more elements of the U array are associated with the
same time. If more than two wavelets arc associated with the same value
of time, only the largest and smallest amplitude wavelets (the endpoint
wavelets) are needed to represent the shock. The remaining wavelets
associated with the shock are not necessary and are dropped from the
arrays. Therefore, as a waveform undergoes propagation, the number of
elements in the U and T arrays decreases.

The form of the weak shock theory equations implemented by the
computer programs is not Eqs. 2.30 and 2.9b. Because of the step-by-step
nature of the propagation process, Eg. 2.9b may be viewed in a new light.
The elements of the T array before a propagation step are referred to as
t! and the elements of the array after a propagation step are referred

old
to as t'new' With these definitions and a little rearranging, Eq. 2.9b

becomes
Be(t! . )ix
' L=y o old
®rew = ¥ o1a o 2 2 (2.32)
o
where f(t'old) is the value of the wavelet associated with t'old and Ax is

the size of the incremental propagation step. Weak shock theory in the
form of Egs. 2.30 and 2.32 is in a convenient form to be implemented in
the computer algorithm discussed. All that is needed is to express

Egs. 2.30 and 2.32 in difference equation form (due to Pestoriusg). The

difference equation representation of Eq. 2.32 is

t {(k+1)x]) = ts'(kﬁm) - ﬁco-g[t‘(kAx)]Am " (2.33)
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and the difference equation representation of Eq. 2.30 is

BAxC =

ts'[(k+l)Ax] = t ' (kAx) - -——59-— ,uelkéx, ts'(kAX), + ullkéx, ts'(kAx)]’ o

(2.34)
where
Ox = incremental distance,
t'[(x+1)Ax] = the value of t' after k+l incremental distance steps,
t_ = the value of t' associated with a shock, and

s
ts'[(k+l)Ax]

the value of ts' after k+1 incremental distance steps.

Equation 2.33 may be rearranged and substituted into Eq. 2.34 to obtain a

simplified shock propagation equation

t2'[(k+1)Ax] + t ' [(k+1)Ax]
t ' [ (k1)) = 5 B ; (2.35)

Equations 2.33 and 2.35 are the form of weak shock theory used by WAVEPROP

to calculate the new times for a collection of wavelets.

H. Attenuation and Dispersion

Attenuation and dispersion need to be incorporated in the
computer algorithms because the predictions generated are to be compared
to experimental results. The experiments are performed in a plane wave
tube, and the presence of the tube wall introduces appreciable attenuation
and dispersion. 1In a normael sized duct, or a pipe, the effect of
viscosity and heat conduction near the bounding surfaces is the dominant
cause of attenuation over a wide frequency range. In a pipe there exists
a viscous boundary layer across which the particle velocity associated

with an acoustical signal undergoes a rapid transition from its mainstream
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value to zero at the boundary. A thermal boundary also exists across
which the propagation of an acoustical signal changes from adigbatic in
the mainstream to isothermal at the boundary. These boundary layers are
usually very thin. The mainstream is the part of the interior of the pipe
where the boundary layer effects are not felt by the propagating acoustic
signal. Figure 2.5 is a plot of boundary layer thickness versus frequency
for air for both the thermal boundary and the viscous boundary. The

viscous boundary layer (Yv) is given byeo

¥, = Ve (2.36)

where v is the kinematic viscosity of the medium. The thermal boundary
layer thickness (Yt) is equal to Y divided by the square root of the
Prandtl number. In 1868 Kirchhoff published his derivation of an expres-

sion for the mainstream attenuation coefficient, Qs and one for the

boundary layer attenuation, ab:21
Pr a
Gy = =—— 5 (2.37)
o
u?v NE P =T
s s et A (2.38)

where Pr is the Prandtl number defined as cpu/K, A is the dilatational
viscosity coefficient, u is the coefficient of sheer viscosity, r is the
radius of the pipe, Kk is the coefficient of thermal conductivity, and cp
is the specific heat at constant pressure. If ab>kzm and r>>Yv, a pipe is

referred to by Weston22 as a wide pipe. For the plane wave tube used
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(5 cm diam) and for a tone of 5 kHz, the ratio of am/ab is equal to 0.005.
The next most important source of attenuation is relaxation effects in the
medium. Attenuation due to relaxation is equal to the attenuation due to
boundary layer effects (ab) at frequencies of the order of 100 kHz.25
Therefore, for the plane wave tube used and at the frequencies of the
primaries (less than 5 kHz), the major cause of attenuation of the acoustic
signals is viscous boundary layer effects.

The viscous and thermal boundary layers cause dispersion as well

as attenuation. In air for tubes, dispersion is expressed by

c(w) = co< . aé) . (2.39)

w

For a simple frequency source, the various harmonics get out of step with
each other because of their varying phase velocities. Only for large fre-
quencies is the phase velocity equal to o The net result is that the
peak of a shock becomes rounded while the trough stays sharp. An illus-
tration due to Webstereu of the effect of dispersion on a sawtooth is

shown in Fig. 2.6.

As Major Computer Algorithm

Program C500, the computer algorithm, which implements weak
shock theory with attenuation and dispersion, is fairly involved. A
detailed explanation of program C500 is presented in Chapter III, and a
documented listing of the program and the subroutines used are presented
in Appendix A. A brief outline is given here so the reader may gain a

basic understanding of the program.
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Figure 2.7 is a simplified flowchart for program C500. The
program begins with ﬁhe initialization of program parameters including
reading from data cards, the source SPLs, and frequencies of the two source
tones and the desired propagation distance. The initial waveform is
represented by a collection of wavelets, whose values are stored in the
U array, and a corresponding collection of times, which are stored in the
T array. The calculation of the initial waveform takes place next, and
then the waveform is stored on disk. The initial waveform is propagated
the desired distance by a series of incremental propagation steps.

DO loop 8016 is the major DO loop of the program; each completion of the
loop signifies the completion of one incremental propagetion step. DO
loop 8016 begins by recalling the waveform (the U and T arrays) from disk
storage and writing the arrays on magnetic tape to be displayed later by
program TIMEPIOT. The propagation of the waveform is achieved by calling
subroutine WAVEPROP, the weak shock computer algorithm. The output wave-
form of WAVEPROP is then stored on disk. A call is made to subroutine
TIMEFRE, which performs a fast Fourier transform (FFT) on the waveform so
that the Fourier coefficients of the waveform may be calculated. The
largest Fourier coefficients are then selected and their amplitudes and
frequencies corrected for inaccuracies inherent in the FFT. Next, the
corrected Fourier coefficients are written on a second magnetic tape to be
processed later by program GRAPH. In the next section of the program a
decision is made about applying attenuation and dispersion corrections.
The corrections are made only every NATDIS number of trips through

DO loop 8016. If attenuation and dispersion corrections are not made,

control of the program returns to the beginning of DO loop 8016. The next

i e S a2 T
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and last section of the program applies any corrections that are to be
made. Here the waveform is recalled from disk storage and an FFT
obtained (by a call to subroutine TIMEFRE) because the corrections are
made in the frequency domain. An inverse FFT takes the signal back into
the time domain. The corrected waveform is stored on the disk storage and
control of the program returns to the beginning of DO loop 8016. The
whole process in DO loop 8016 is repeated until the desired propagation
distance is reached. An important aspect of program C500 is the use of
disk storage. When attenuation and dispersion corrections are not made,
the disk storage allows subroutine WAVEPROP to have the output of the last
propagation as its input for the next propagation step. Example program
outputs are presented in Chapter III.

Program C500 is used to calculate the theoretical predictions
for comparison to the experimental results in Chapter V. In Chapter III
the output of program C500 is compared to one of the exact preshock
solutions for the same source conditions. The comparison (Fig. 3.6) shows
that the results of the two solutions are equivalent; therefore, nothing
is lost by using program C500 for x<§£. As a matter of fact, the use of
program C500 is advantageous because it provides a simple method of

incorporating attenuation and dispersion.

ekt i




CHAPTER III

MAJOR COMPUTER ALGORITHMS

The computer algorithms used to implement weak shock theory with
provisions for attenuation and dispersion are explained in detail here.
This chapter is intended tc help a user of the programs become familiar
with the scope and limitations of the programs. A reader not desiring
this insight may skip the present chapter without disrupting the con-
tinuity of the thesis. Program C500, which implements the weak shock
method and also includes provisions for attenuation and dispersion, is
discussed first. After the detailed flowchart for the program is
explained, a discussion of the major subroutines and problems associated
with the program is given. Also programs GRAPH and TIMEPLOT, which
display the output of program C500, are discussed and their flowcharts
explained; samples of the output of programs GRAPH and TIMEPLOT are
included. The calibration of the three programs as & unit is discussed
next. In the last section of the chapter the flexibility of these
programs is considered for applications other than the very precise ones

dealt with in this thesis.

A. Ma jor Computer Algorithms

1. Flowchart for Program C500

It may be useful to recall the simplified flowchart for
program C500 found in Chapter II (Fig. 2.4) before discussing the detailed
flowchart for program C500, Fig. %.1l. That simplified flowchart and

accompanying discussion serve as a good introduction to program C500 and
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this chapter. Another aid in understanding the flowchart for program C500
is Appendix A, which is a documented listing of program C500 and its
subroutines and definitions for the various program parameters.

The program parameters that determine the output of program C500
are read from data cards at the beginning of the program. The definitions
of the parameters are found in Appendix A. An important relationship
between DISTANCE (the desired propagation distance) and DISINC (the incre=-
mental propagation step size) is that the ratio DISTANCE/DISINC must be
equal to an integer. Next, the source SPL of each tone (called A or B in
the program) is used to obtain a source particle velocity amplitude. The
vast mgjority of program parameters are then initialized. Some explana-
tion, besides the definitions in Appendix A of a few parameters, is
needed and will help to explain some basic idea behind the program. The
number of points in the initiasl waveform is the even number NPOINTS. The
initial waveform includes an even number NPD of pump wavelengths to help
ensure zero or approximately zero endpoints. NDISTOR is the number of
incremental propagation steps done in succession without stopping to
Fourier transform the output waveform. NO is the number of (NDISTORS)x
(DISINC) propagation steps necessary to reach the desired propagation
distance. The initial waveform is represented by a particle velocity
array U and a time array T. The initial waveform is calculated by
DO loop 100. The phase of the initial waveform is 180° to ensure that the
shocks which form will form inward away from the endpoints of the arrays.
Zero buffers are added to the beginning of the waveform (DO loop 101) and
to the end of the waveform (DO loop 102) to allow for possible spreading

out of the original time base caused by distortion when the wave
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propagates. The initial waveform, which represents the boundary
condition, is stored on disk so that a waveform may be recalled and
operated on (e.g., transformed by FFT) without destroying the original
waveform. Some of the input (deterministic) parameters and other program
parameters are written on the spectrum output magnetic tape (magnetic
tape No. 1) to identify the data on the tape.

The next section of the program consists of the remainder of the
program and contains the major DO loop of the program, DO loop 8016. An
incremental propagation of the waveform stored on disk is achieved by the
completion of one trip through DO lcop 8016; every completion of a loop
represents the completion of a propagation step equal to (NDISTORS)X
(DISINC). NO number of loops of DO loop 8016 have to be completed in
order to propagate an initial waveform the desired distance. The DO loop
has three major sections: the first calculates the Fourier transform of
the output waveform of a propagation step; in the second, the major (local
maxima) Fourier coefficients are selected from the output waveform spec-
trum and corrected values and frequencies are calculated for the selected
coefficients; and the last section contains the implementation of the
attenuation and dispersion corrections. The DO loop begins by incrementing
DISTANCE by (DISINC)*(NDISTOR) for the calculation of o (referred to as
SIG in the program) for the next output waveform. The waveform on disk
is recalled and written on magnetic tape No. 2 to be plotted by program
TIMEPIOT later, if desired. A call to subroutine WAVEPROP achieves the
propagation of the waveform through the weak shock method. The output

waveform returned by WAVEPROP is then stored on disk. A fast Fourier

transform (FFT) is performed on the output waveform by a call to

kil

dhas
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subroutine TIMEFRE. Subroutine TIMEFRE removes the zero buffers from the
waveform and calls subroutine RESAMPIE. Subroutine RESAMPLE resamples the
waveform to produce a desired number of equally spaced points in the U and
T arrays. Still under the ccntrol of subroutine TIMEFRE, the resampled
waveform undergoes an FFT and the real and imaginary parts of the Fourier
coefficients are returned to the main program. A data window is applied
to the frequency components of the waveform by a call to subroutine
HANGEN2. A data window is used to ensure that the endpoints of the wave=-
form are zero to reduce side lobes, aliasing, and leakage* inherent in a
FFT. The real and imaginary parts of the frequency components are scaled
to calibrated values by DO loop 20. Calibrated values are necessary so
that the output of program C500 is compatible with experimental results.
DO loop 315 calculates the magnitude of the real and imaginary points of
the frequency components and DO loop 888 calculates their frequencies.

The sections of the program between DO loop 888 and the end of DO loop 315
compute the first and last Fourier coefficient of the output waveform.

In the next section of the program, and of DO loop 8016, the
major or local maximum frequency components of the spectrum of the wave-
form are selected. The chosen frequency components are corrected for the
data window and for the inherent error of the FFT. The corrected ampli-
tude and frequency of a Fourier coefficient are calculated by an interpo=-

&2 The selection of the maximum frequency

lation scheme by Burgess.
components is accomplished by DO loop 5, and is initiated by checking the
frequency of a coefficient. If the frequency of the coefficient is

greater than FMAX (the largest frequency of interest), DO loop 5 is

¥*
To be defined and discussed in the FFT subroutine section.
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terminated and the remaining section of the program is executed. When a
maxizmum frequency component is located, the interpolation is between the
maximum component and the larger of the two components to the left and
right of the maximum. The corrected amplitude of a frequency component

f is stored in an even numbered element of the FT array and the frequency
of the component is stored in the next larger odd element of the FT array.
The array containing the corrected Fourier coefficients and frequencies is

3 written on magnetic tape No. 1, with the value of cp associated with the

spectrum. Magnetic tape No. 1, or the spectrum output tape, is processed
by program GRAPH.

The corrections for attenustion and dispersion are applied in
the last section of the program and the third section of DO loop 8016.
The corrections are not applied after every propagation step because to
do so would introduce errors due to resampling (resampling problems are
discussed in the subroutine RESAMPIE section). When the corrections are
not applied, the control of the program execution is returned to the
beginning of DO loop 8016. An important point about program C500 is that
when attenuation and dispersion corrections are not applied, the input
waveform for the next propagation step is the output of the last propaga-
tion step which has been stored on disk. DO loop 815 implements the
corrections for attenuation and dispersion only when a given number,
called NATDIS, of completions of DO loop 8016 have been executed. Before
the corrections are made, the waveform is recalled from disk storage and
subroutine TIMEFRE is called to transform the signal to the frequency
domain. The corrections are made and then an inverse FFT is taken to get

back into the time domain. DO loop 816 scales the corrected waveform to
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calibrated values. The waveform amplitude has to be calibrated so that
the finite amplitude distortion predicted by weak shock theory for the
wave is correct. DO loop 818 shifts the elements of the U and T arrays
forward to make room for the right-hand zero buffer which was removed by
subroutine TIMEFRE. A zero buffer is added to the right end of the

EA corrected waveform by DO loop 821; a zero buffer at the left end is added
by DO loop 817. Next, the corrected waveform with zero buffers is stored
: on disk, and the signal is returned to the beginning of DO loop 8016 until

; the desired propagation distance is reached.

ee Subroutine WAVEPROP

Subroutine WAVEPROP is the weak shock method subroutine. An

input waveform, described in terms of a U array and a T array, is propa- |
gated an incremental distance according to weak shock theory. WAVEPROP
renumbers the elements of the arrays as shock-wavelet merging causes a
decrease in the total number of elements in the arrays. Equally spaced
data points are not required. The original version of WAVEPROP performed
all the necessary DISINC steps to propagate the initial waveform the
desired distance with one call to WAVEPROP. The present form of WAVEPROP
performs NDISTORS number of DISINC steps with every call to WAVEPROP. For

a complete explanation of WAVEPROP see Pestorius.8

b Subroutine TIMEFRE

Subroutine TIMEFRE was specifically written for C500. TIMEFRE
performs the actual transformation from the time domain to the frequency
domain. The zero buffers are checked to see if they are large enough.

If they are, the zero buffers are removed from the U array prior to a call

" — .,,.,_,.,___—-_-“- . ;
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to the FFT and the elements of the U and T arrays are renumbered, but the
time relationships between the elements of the arrays are maintained. If
the zero buffers are not large enough (they no longer exist), the program
execution is stopped and one of the following messages is printed:

RIGHT ZERO BUFFER NOT LARGE ENOUGH
if the right-hand zero buffer is not large enough, or

LEFT ZERO BUFFER NOT ILARGE ENOUGH
if the left-hand zero buffer is too small. It is then necessary to
increase NOO or NOOL depending on which of the zero buffers is in question.
NOO and NOOL are the number of zeroes, respectively, in the right and left
zero buffers. The number of remaining zeroes in the two buffers is
printed with every call to TIMEFRE. NET is the number of zeroes in the
left buffer, and IET in the right buffer. TIMEFRE's calling sequence is

CALL TIMEFRE (U, T, NPOINTS, N, NEXP2, IX, SCAL, NH,

ITOT, TMAX, LU, II, SIG, MAGIF, DT),

where
N is the desired number of elements in U or T after a call
to RESAMPLE,
NEXP2 - N = 2 %2
IX is the integer array where U is stored to perform the
integer Fourier transform on U,
SCAL is the multiplicative scaling factor used on the U array
before it is stored in IX,
NH = N/2 ,

ITOT is a scaling factor returned by the integer forward FFT,

TMAX is the length of the time data before F¥T,




59

LU is a look-up table for the FFT,
II is the number of the last incremental step taken,

MAGIF is a dummy variable,

o

DT is the spacing in the time data after RESAMPIE,

and the remaining variables have been previously defined. A call to

TIMEFRE causes a call to RESAMPIE and a call to IFFTDF. Subroutine
TIMEFRE returns the real and imaginary parts of the Fourier coefficients

to the main progrem in the U array.

- c. Subroutine RESAMPIE

Subroutine RESAMPIE used in program C500 is very nearly

identical to the version used by Pestorius.8 The only difference is that
the internal storage for the computational steps has been changed to allow
the storage ares to be used by other parts of program C500. Besides
respacing the data points, calls to RESAMPLE have an unfortunate side
effect. In the process of obtaining more (or less) array elements which

are equally spaced, the waveform defined by the arrays becomes

"undistorted." The distortion of a waveform is represented by the changed
spacing of the elements of the T array: the elements near a shock become
bunched up and elements near a rarefaction are spread apart. A call to |
RESAMPLE, however, produces even spacing in the T array; even with an

interpolation scheme, the resulting waveform is undistorted (the shocks

are not as sharp). In program C500 the undistortion of a waveform is a

problem only when attenuation and dispersion are applied. When attenua-

tion and dispersion are not applied, the input to WAVEPROP is the previous

output, which has been stored on disk. To minimize the RESAMPLE problem,

not every incremental propagation step is followed by attenuation and

|
|
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dispersion corrections. Pestoriu58 has a detailed discussion on selecting
a value of NATDIS, the number of DISINC between corrections for attenua-

tion and dispersion.

d. FFT Subroutine

The Fourier transform routine, the forward transform IFFIDF or

the backward transform IFFTDB, is an integer routine. The reason an

integer FFT is used on a floating point arrsy is that it saves computa-
tional time. Before a call to IFFIDF is made in subroutine TIMEFRE, the
U array is scaled up by SCAL so as to maintain the desired number of
significant digits before the truncation involved in the transition from
floating point to integer number occurs. The FFT routines are designed
for harmonic analysis of the frequency composition of waveforms. The
frequencies of interest in a two-frequency interaction are in general not
harmonically related. An FFT routine may be used to find nonharmonically

related frequency information by making the fundamental sought by the FFT

small. The hope is that the harmonics of the fundamental will fall near
the true component frequencies. Using a small fundamental is a "shotgun"
approach that may lead to erroneous results. If a true component fre-
quency does not fall directly in the middle of the main lobe of a harmonic
of the fundamental, the amplitude of the Fourier coefficient returned by
the FFT will be incorrect. Instead of the correct value for the frequency
component, two false components are returned by the FFT. A sin(x)/x
interpolation is performed between the two false values to get the correct
amplitude and frequency of the component. The interpolation scheme used

also corrected for the Hanning data window.25 If the length of a given
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set of time data is T, the fundamental frequency Af associated with an FFT
of the data is

Af = 1/T -

A long length of data is required for a small Af.

Another problem encountered with an FFT is aliasing. An FFT has
a maximum frequency for which a Fourier coefficient can be correctly
calculated. The frequency of the last Fourier coefficient that may be

calculated with an FFT is called the Nyquist or cutoff frequency.

Nyquist Frequency = 1/(2At) 5

where At is that sampling rate given by At=T/n, where n is the number of
points in the time data. If the time data has real frequency components
vhich are greater than the Nyquist frequency, aliasing occurs. A fre-
quency greater than the Nyquist frequency is folded over to a frequency
less than the Nyquist frequency. If the Nyquist frequency is 10 kHz and
there is a real frequency component at 15 kHz, the Fourier transform will
fold the 15 kHz into a 5 kHz component in the spectrum of the waveform.

The folding over of frequency components greater than the Nyquist frequency

by a Fourier transform may be represented by

= - *
F'apparent F'true (M) (FNyquist)

where Fapparent is the folded over frequency, Ftrue is the real frequency,

F

Nyquist is the Nyquist frequency for the Fourier transform for a certain

input, and M is a positive integer such that Fapparent is between O Hz and
the Nyquist frequency. Aliasing is a potential problem in the present

work because of the large amplitudes of the pump harmonics; the more
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remote harmonics may exceed the Nyquist frequency. However, the problem
is really important only when the folded over frequency falls upon a fre-
quency of interest. Aliasing may be detected by changing the Nyquist
frequency by a known amount; this change will cause any aliasing to be
shifted a corresponding amount.

leakage is also a problem with an FFT. Leakage is caused when
the values of particle velocity associated with endpoints of the time data
are not the same, causing false frequency components to appear throughout
the spectrum of the waveform. The result of an FFT of a finite length
waveform is not a true Fourier transform of the waveform but a transform
of a waveform in which the original waveform is periodically extended to
infinity in the time domain. Discontinuities at the periodically extended
waveform cause leakage, and leakage causes side lobes to form around the
main Fourier coefficients. One way to solve the leakage problem is to
ensure that the signal is zero at each endpoint. The initial time data is
constructed so that there is an integral number of periods of the pump.
The phase of the input data is selected so that the shocks which are
formed by the pump form inward, away from the endpoints of the signal.
When a dispersion correction is applied to an intermediate waveform, the
phase of the frequency components of the waveform is changed. The
endpoints of the waveform are then not necessarily zero. Zero buffers are
then required to allow the nonzero endpoints of the signal to distort out
of the time base (beyond the time endpoints). A Hanning data window is
applied to the data to ensure zero endpoints before an FFT is taken. But
data windows distort the data they are applied to; therefore, the data have

to be corrected after a data window has been used. With all the problems
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inherent with a FFT, it would seem to be a very poor analytical tool.
Burgess has put it nicely: "It is the interpretation of a spectral

representation that is important, not its appearance."25

e. Subroutine HANGEN2

Subroutine HANGEN2 applies a Hanning data window to a waveform,
so as to shape the data to give a desired characteristic. A common data
window is the boxcar window which is applied by multiplying a finite
length of time domain data by a constant function of magnitude one. The
effect of applying a boxcar window on a length of data results in simply
the original length of data. A Hanning data window ensures that the end-
points of a finite length cf data are zero and that the transition to zero
at the endpoints of the data is gradual. A Hanning window is achieved by
multiplying the time domain data with the first half of a cycle of a sine
function squared. The same result may be obtained through convolution in
the frequency domain of the transformed time domain data and the sine
squared data window; HANGEN2 uses the convolution approach. Subroutine
HANGEN2 and IFFTDF are library routines of the Computer Science Division
of Applied Research laboratories, The University of Texas at Austin,

Box 8029, Austin, Texas 78712.

2. Flowchart for Program GRAPH

The spectra of the waveforms produced by the incremental
propagation of an initial waveform in program C500 are processed and
displayed in an appropriate format by program GRAPH. Figure 3.2 is a
detailed flowchart for program GRAPH. Important program parameters from

program C500 which identify the data on the magnetic tape are first read




P g
O

@

p— b o
_ QLN Y (' 1)NO1S aIv (°1)av E’—
=zl
(F*1}WMO1S GV (r*1)8V 20 CBMOLEAd ST
114 SIWVaDs 1SV31 ‘01 WICWO S0 TVIMONATOd

(' 1)NOIS = (NMOISX = (1'1)33A
(r'1)dsv = (Z2°r)2AA

(71 I B

Giliold FY SAXV
@N1430 S1 MId1®0

HdVY9 WYY¥I0ud 304 LYVHOMOTS

't 3¥N9I4

&>

T#AVT = Avr
SIS = (MEEt ‘AVI) WMDIS
(T+1)i4 = (mami “1vr)aev

—:uo:t - G¥OR) = 7 oI

@

m:.t - el .'Ew'J

s T

2

s S

o+ (DA = (T+N)a
- (DA=0-Da
e (/1) = (DA

tos'c=r @I

W= (na

€/ (0oe0-gaana) - TVOseQ
</0O1s = TVS1a

“09 = 0%8Q

Y - aan

1 =1isn

‘IS = DOIS

“00Y = ZAX

! &
[[oci “xwas “aam “amis10 ‘zomvisia ‘vizm ‘za ‘e 't ‘v avm |

(e v |




65

from the program C500 output spectrum tape; program GRAPH variables are
initialized in the next section of the program (Appendix B is a documented
listing of program GRAPH which includes the definitions of the program
variables). A few of the parameters warrant additional explanation. A
numericel filter is employed to select specific frequency components from
the spectra of program C500; XYZ is the bandwidth of the numerical filter.
The amplitude for a particular frequency component is found as a function
of op. Each selected frequency component is associated with a spectral
number: the lowest frequency component has & spectral number of 1, the
next lowest 2, etc. The output of GRAPH consists of plots of the ampli-
tude of the frequency components corresponding to the spectral numbers as
e function of dp. DO loop 6005 calculates the center frequencies for the
numerical filter and stores them in the W array; the center frequencies
are really the frequencies of interest in the interaction of the weak

v p
numerical filtering is accomplished by DO loop 200, DO loop 100 being the

signal and the higher frequency pump (w ,w ,wpinm&; n an integer). The

actual filter. Each trip through loop 200 is started by reading a spec-
trum from the magnetic tape. Each spectrum is searched for frequency
components which fall within XYZ Hz from the center frequencies. If more
than one frequency component is found within XYZ Hz from a center fre-
quency, the component which has the greatest amplitude is chosen. The
selected frequency components are stored in the AMP and SIGMA arrays
according to their spectral numbers. For example, the amplitude of the
third Fourier coefficient found within the bandwidth of the second
smallest center frequency is stored in the AMP(2,3) element of the AMP

array, and the corresponding value of op for this coefficient is stored
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i in the SIGMA(2,3) element of the SIGMA array. Each time a component is
associated with a spectral number, an index for that spectral number is

incremented by one, the final value of an index equaling the number of

selected components for that particular spectral number. The indexes are
called M1, M2, M3, and M4 for the first four spectral numbers. The
| remaining portion of program GRAPH, DO loop 801, does the plotting. The
program parameters LPST and LPEND determine the number of plots to be
f- ' created by program GRAPH. The first plot corresponds to a spectral number
equal to LPST, and the last plot has a spectral number equal to LPEND.

The actual plotting of arrays AMP and SIGMA is straightforward

and needs no explanation. However, before the elements of array AMP for a

particular center frequency are plotted, a polynomisl least squares best
fit of the data is performed. The parameter KK in program GRAPH is equal
to the order of the polynomial fit; KK had a value of 10 here. A poly=-
nomial fit of the data is necessary for two reasons. Attenuation and
dispersion corrections are not applied at every incremental propagation
step, but when corrections are made, a stair-step decrease is caused in

the amplitudes of all the frequency components. The polynomigl fitting 3

smooths the plots of the amplitude of a frequency component versus op.
The second reason & polynomial fit is necessary is that it connects
elements of an array corresponding to a frequency component in a natural,
3 reasonable manner. Every spectrum searched will not produce frequency
components for every spectral number; therefore, larger jumps might exist
* in ap between consecutive elements in SIGMA than caused by the propagation i

increment. Nothing is known between two consecutive points in the AMP




array except the points are expected to be joined by a smooth curve.

Figure 3.3 shows an example output from program GRAPH.

5 Flowchart for Program TIMEPLOT ;
The waveforms produced by the incremental propagation of an

initial waveform by WAVEPROP in program C500 are displayed in an appro-
priate format by program TIMEPLIOT. Program TIMEPIOT simply removes the
left zero buffers from selected waveforms and plots the first portion of
the particle velocity waveform as a function of time. Figure 3.4 is a
flowchart for program TIMEPLOT; Appendix C gives a documented listing of
the program, including definitions for the program parameters. The
program parameters are initiaslized in the beginning of the program. Two

! of these parameters, IHOP and TMAX, require a little explanation. IHOP-1
is equal to the number of waveforms skipped between the waveforms which
are plotted, and TMAX is the length of the portion of the plotted waveform.
Loop 100 is the major loop of program TIMEPLOT. The loop is begun by
reading a waveform from a magnetic tape. The index of loop 100 is com-

pared to IHOP, and if the two are equal the waveform is plotted and IHOP

is increased by an amount equal to its original value; if the two are not
equal the index of loop 100 is incremented and the next waveform is read
from the magnetic tape. After a particular waveform has been selected to
be plotted, the zeroes in the left zero buffer are counted by loop 308.

The fingl value of the loop index JJ, less one, is equal to the number of | 3

zeroes in the left zero buffer. DO loop 310 removes the left zero buffer;

TSLIP is the amount the time axis is slipped backward when the left zero
buffer is removed to retain the correct time relationship between the

elements of the remaining waveform. DO loop 555 determines the number of
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PROGRAM TIMEPLOT

MHOP = IHOP = 3
TMAX = (.002) (.66)
TSCAL = TMAX 15.
TTIC = .00002

AMP = 4,

AMPSCL = 2. (AMP/2.5)
HOR = 0

IFLIT = 1

SET QRIGIN

‘::’ II = 1,NO

[ REap 1,u, N, 11, SIG |

NO II
IHOP
YES

| 1HOP = 1HOP+MHOP |

‘::’ JJ = 1,N

7

YES

NO

TSLIP = T(JJ)
NN = N-JJ-1

I =1,NN

i

U(I) = u(MA)
T(I) = T(MA) - TSLIP

) oo

+ MA = I+JJ-1

NO

YES

rAXES ARE DRAWN AND TIME DOMAIN DATA IS PLOTTED]

T @

FIGURE 3.4
FLOWCHART FOR PROGRAM TIMEPLOT
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elements of the waveforms necessary to plot a length of the waveform equal
to TMAX. Then the selected portion of the first part of the waveform is
plotted, and control of the program returns to the beginning of loop 100.

Figure 3.5 is an example output from program TIMEPLOT.

B. Calibration of Computer Programs

The absolute calibration of the programs is necessary because
the results of the programs are to be compared to experimental results.
The calibration of C500 concerned the forward and backward FFTs taken
during the execution of C500. An initial waveform composed of a tone of
known SPL was propagated a distance equal to zerc. The zero propagation
distance meant that the waveform would experience no distortion or
attenuation but would be exposed to the vast majority of mathematical
procedures a signal experiences when it is run through the program. The
amplitude of the Fourier coefficient for the input tone from the spectrum
of the output of C500 was compared to the input amplitude. The frequency
of the tone was changed so that the entire range of interest in the fre-
quency domain could be checked. For a wide range of input amplitudes,
the input and output amplitudes for the tone differed by no more than
0.01 dB. The next stage of the calibration procedure was to input a
waveform consisting of two tones whose amplitude and frequency were simi-
lar to those used in a routine experiment for Case II. The difference in
input and output amplitudes for zero propagation distance was always found
to be within 0.02 dB. The amplitudes of the Fourier coefficients corre-
sponding to the sideband frequencies located at the sum and difference

frequencies were at least 70 dB down from the pump when the pump was

149 dB and the propagation distance was zero. The final stage of the
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calibration was to compare the results of program C500 to the results of
an analytical solution for the same input conditions. Figure 3.6 is a
comparison of the predicted suppression for Case II (before shock forma-
tion) for program C500 and the FM solution, both without losses. The

agreement between the two is excellent--within 0.02 dB.

C. Flexibility of Computer Programs

Computer program C500 may be easily used for purposes other than
the specific ones in this thesis. The program was designed to calculate
the propagation of a Case II waveform. The propagation of a Case I wave=
form may be calculated by the program if the pump source SPL and frequency
are input into the programs as B and F2, respectively, and the weak tone
source SPL and frequency are input as A and Fl, respectively. The propa-
gation of a pure tone may be calculated if the frequency and source SPL
of the tone are input as F2 and B, respectively, and A is assigned a value
of zero. If corrections for attenuation and dispersion are not deeired,
they may be bypassed by adding the statement "GO TO 8016" to the program,
two lines beyond statement TOl.

Program C500 may also be used to compute the propagation of more
complicated signals, such as noise. The size of the zero buffers needed
depends on the particular signal to be propagated. For random noise the
length of the two buffers may have to be the same as the length of the
data. An arbitrary waveform could be introduced in the program and stored
in the U and T arrays in any number of ways: data cards, an analytical
expression, digitized analog data, etc. Program C500 is flexible in what
constitutes an acceptable input waveform; program GRAPH is flexible in the

frequency components it searches for. The center frequencies of the
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numerical filter in program GRAPH are stored in the W array. The
amplitude of any desired frequency component may be plotted as a function
of cp by changing the values stored in the elements of the W array. For
a single or double frequency, waveform op is calculated using the corre=-
sponding € of the source SPL input as B. For noise 6r other complicated

signals, cp is not meaningful; the frequency components of these signals

may be plotted as a function of distance by redefining SIG in program

C500 as DISTANCE. If individual spectra are required, the spectra which

are written on magnetic tape may be printed or plotted easily.




CHAPTER IV

EXPERIMENTAL APPARATUS

The experimental apparatus and procedures are described here,
and the experimental measurements are reported in the next chapter. The
experimental apparatus is divided into three parts: the transmit system,
the plane wave pipe, and the receive system. The equipment used in each
system is listed and, if necessary, its function explained. Special
problems experienced with individual pieces of equipment are discussed.
The second half of the chapter includes the checking and testing of each
‘part of the experimental apparatus. Figure 4.1 (adapted from Webster26)

is a general diagram for the experimental setup.

A, The Systems
1. The Transmit System

The following list of equipment was used in the transmit system:
a. Bruel and Kjaer (B&K) type 1022 beat frequency
oscillator (BFO),
b. General Radio (GR) type 1310-A oscillator,
c. Dukane type 1A921 200 W power amplifiers,
d. University type ID-T5 75 W horn driver,
e. Hewlett Packard 5300B timing system,
f. Hewlett Packard 350C attenuator set,
g. Tektronix 545B dual channel oscilloscope,

h. JBL Model 375-H horn drivers (with aluminum diaphragm),

1. JBL Model 375-H horn driver (with phenolic diaphragm),
(p)
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J. Pearson Electronics, Inc., model 110 current loop,

k. Hewlett Packard 400 EL FET voltmeter, and

1. Hewlett Packard 3580A spectrum analyzer.
The transmit system was further divided into two separate subsystems:
one to produce the pump signal and another to produce the weak signal.
Separate oscillators, amplifiers, and drivers were used to produce the two
signals independently to decrease the intermodulation distortion (IM)
between the signals in the transmit system. Figure 4.2 is a diagram of
the transmit system showing the use of the listed equipment. Some comment
about the two types of JBL horn drivers is necessary. The JBL 375-H
driver with an aluminum diaphragm has a flat frequency response from
300 Hz to 8600 Hz, with a maximum input of no more than 25 W. The
JBL 375-H driver with a phenolic disphragm has a flat frequency response
from 300 Hz to 4.5 kHz, with a maximum input of 60 W. Two different
arrangements of drivers were used to produce the two acoustic signals.
In one case the weak signal was produced by a University ID-T5 driver and
the pump signal by the phenolic diaphragm JBL 375-H driver. In the second
arrangement an gluminum diaphragm JBL 375-H driver produced the weak
signal, and three drivers of the same type, operating in parallel, pro-
duced the pump signal. The first arrangement of drivers was used in the
first experiments. After the failure of the phenolic diaphragm JBL 375-H

driver, the second arrangement of drivers was used.

2. Plane Wave Pipe

The plane wave tube was used to ensure planar progressive

propagation of the acoustic signals. This particular tube has been used
6,8,24,27

The tube consists of eight

in several previous investigations.
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3.66 m (12 ft) lengths of aluminum pipe with an inside diameter of 5 cm.
Both ends of each pipe have specially made connecting flanges affixed with
three set screws. Each set of flanges has three steel alignment pins
which help ensure a smooth junction between two consecutive pieces of
pipe. Each pair of connecting flanges also contains a microphone port.
Figure k.3 i5 a picture of one of the flange assemblies. When a micro-
phone port is not in use, an aluminum plug is inserted in the port. When
a microphone is to be used in a certain port, a teflon collar is inserted
in the port. A B&K 1/4 in. microphone may then be inserted in the collar
so that the microphone diaphragm is flush with the inside surface of the
pipe. The eighth section of pipe has a 2 m tapered fiberglass wedge. The
termination helps satisfy the progressive wave approximation.

The two different arrangements of drivers used to produce the
acoustical signal required two different driver mounts for the plane wave
tube. When a two-driver source was used, a single Y yoke was employed to
connect the drivers to the end flange. A double Y yoke was used when a
four-driver source was required. The yokes made a gradual transition from
the dimensions of the mouth of each driver to the dimensions of the inside
of the pipe. The propagation distances of the observed waveforms are
measured from the point in the yokes at which the complete pump signal is
formed. The single yoke is shown in Fig. 4.l4a, and the double yoke in
Fig. 4.4b. In both pictures the first microphone location (called the
monitor microphone location), with a 1/4 in. microphone inserted, may be
seen. In neither picture are the drivers connected to the power ampli-
fiers, but the black conductor in the lower left corner is the trans-

mission line from the amplifiers. Both pictures also show that the entire




FIGURE 4.3
EXPLODED VIEW OF FLANGE ASSEMBLY WITH
MEASURING MICROPHONE AND PLUG

(THE PROTECTIVE GRID SHOWN ON THE MICROPHONE
WAS REMOVED BEFORE THE MICROPHONE WAS
INSERTED IN THE HOLDER AND FLANGE)

(Taken from Scho”eré)
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(b) FOUR DRIVER, DOUBLE YOKE

FIGURE 4.4
DRIVER MOUNTING YOKES FOR PLANE WAVE PIPE
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plane wave tube is suspended from the ceiling in a hall. Noise control
treatment of the plane wave tube was necessary because of leakage of the
acoustic signals. In Fig. 4.4 the noise control treatment may be seen
(fiberglass insulation and duct seal).

The separate electronic transmit systems did not completely
elimingte undesired mixing of the two source signals. The drivers
connected through acoustical paths were acting as receivers of the acous-
tical signals of the other drivers.6 This mutual interaction between the
sources produced intermodulastion of the two signals in the drivers them=~
selves. The weak signal drivers were particularly affected by the pump
signal. The branch of the yoke which held the small signal driver was
filled with size 00 steel wool to change the acoustic impedance of the
branch. The steel wool decreased, by approximately 5 dB, the amplitude of

the received pump signal by the small signal driver.

e The Receive System

The following list of equipment comprised the receive system:

a. Bruel and Kjaer 4136 1/4 in. condenser microphones,

b. Bruel and Kjaer 2619 field effect transistor (FET)
preamplifiers,

¢. Bruel and Kjaer 2803 dual channel microphone power supply,

d. Bruel and Kjaer 4220 microphone calibrator,

e. Bruel and Kjaer A00029 30 m microphone extension cables,

f. Hewlett Packard 3%580A spectrum analyzer,

g. Hewlett Packard 400 EL FET voltmeter,

h. Tektronix 545B dual channel oscilloscope, and

i. Honeywell 500 2X-Y recorder.
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Figure 4.5 is a diagram of the receive system. A microphone was always
in the monitor port (the microphone port in the driver mount) to continu-

ously monitor the output of the drivers. To observe the propagation of a

T T T T A PR T T 7]

wave as a function of distance, a second microphone was alternately used
in the seven remaining microphone ports. The second microphone is called
the downstream microphone. At the beginning and end of an experiment,

both microphones were calibrated with a B&K 4220 pistonphone.

B. Test and Evaluation

hie The Transmit System

A useful way to evaluate the transmit system is the "black box

ok e

approach.” In the black box approach, once a desired waveform has been

observed at the monitor microphone location, the manner in which the wave=-

form is produced is of no consequence. The propagation distances are not

measured with respect to the monitor microphone position, but the monitor
microphone port is the closest observation point of the source waveform.
Whatever is observed downstream from the monitor microphone is due to the
waveform observed there, or some phenomenon downstream, and is not due to
the transmit system. Valid, reliable experimental results depend on the
accuracy of the feceive system.

Getting a desired waveform at the monitor microphone location is
not a trivial problem. Once a desgired waveform is produced, it also has
to be stable and reproducible. A desirable waveform is an acceptable -
approximation of a pure tone. If the second harmonic of a tone is at
least 20 dB smaller in amplitude than the fundamental, the waveform of the
tone is deemed satisfactory. Before a wave propagates to the monitor

microphone location, it experiences distortion from three sources:
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(1) distortion in the transmitting electronics, (2) distortion in the
drivers, and (3) finite amplitude distortion with propagation. For these
reasons pure tones are very difficult to produce at the levels necessary
for finite amplitude research. For the experiments reported in Chapter V,
in all cases, the second harmonic was more than 35 dB down from the funda-
mental in the electrical signals to the drivers. "The requirement that the
second harmonic be at least 20 dB down from the fundamental at the monitor
microphone location was met in all of the experimental runs except one.
In this run the pump had an amplitude of 149 dB and a frequency of 3.5 kHz
and the second harmonic at the monitor was only 10 dB down from the funda-
mental. The JBL 375~H driver with an aluminum diaphragm was found to be
prone to strong distortion at 3.5 kHz.

The amplitudes required from the drivers (especially the
JBL 375-H driver with an aluminum diaphragm) in producing the desired
acahstic signals often led to fatigue and eventual breakdown of the
drivers. Evidence that a driver was experiencing an input overload w;s
the inconstant output amplitude from the driver and the abnormally high
second harmonic. A necessary safeguard to protect a driver was a quick
blow fuse on the output of the amplifier which just barely permitted
operation at the desired energy requirement. Another prezaution was to
use an input grounding switch on the input'to the amplifiers. As an
experiment progressed, the downstream microphone was moved to various
locations to obtain waveforms as a function of propagation distance. The
acoustic signal in the pipe was turned off when the microphone was moved.

The signal to the drivers was quieted by grounding the input to the

amplifiers, and therefore the amplifiers remained on during the numerous




microphone location changes. Before the input was either grounded or
turned on, the amplitude of the input signal was decreased by at least

20 dB so that any transient caused by throwing the grounding switch would
not be severe; large transients may cause the voice coil of a driver to
exceed its maximum allowable outward excursion and may possibly damage the
driver. The JBL 375-H driver failed in two ways. A fusible link to the
voice coil melted (resulting in no response from the driver) or the voice
coll assembly overheated and broke down (resulting in a burning phenolic

odor from the driver mouth).

e Plane Wave Pipe

In Chapter II it was shown that the major contributor to
attenuation in the pipe was attenuation due to boundary layer effects
(Eq. 2.37). Under normal experimental conditions (temperature 23°C,

relative humidity 50%, and atmospheric pressure 752 mm Hg) the theoretical

value of ab is 3.60 x 10-4\/5 Np/m. Schaffer6 performed an experiment in

the plane wave tube to measure ab; Fig. 4.6 is a plot of the results. The
experimental value of o was found to be 3.37 X 1072 Jf = 0.00558 Np/m.

In the theoretical work performed in this thesis, the experimental value
of Qy 1s used.

The absorbing termination in the last section of pipe was
critical in satisfying the progressive wave assumption, especially for the
pump'because of its large amplitude. A paper by Burns28 served as the
basis for an experimental study of various materials for, and shapes of,
end terminations.29 A tone burst scheme was used to evaluate different

materials and shapes for the termination. Figure 4.7 is a plot of the

data for the best all-purpose termination found. The plot is for a
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tangent taper termination made of fiberglass insulation material; the
termination consisted of a meter long tangent taper section followed by a
solid cylindrical section (see the insert in the figure). Frequency is
plotted along the abscissa, and the demerit or reflection coefficient is
plotted along the ordinate in the plot. Demerit is defined as the ratio
of the amplitude of the reflected signal to that of the incident signal;
the corresponding decrease in decibels of the reflected s_._ al is .ritten
next to the demerit values. A demerit of 0.0l was the :~7gn goal (the
dashed line in the figure); the fiberglass tangent taper provided a
demerit of at least 0.0l for frequencies above 1250 Hz. In all the experi-
mental runs the frequency of the pump was greater than 1250 Hz.

This thesis concerns the interaction of plane waves; under what
conditions is the propagation of acoustic signals in a pipe planar?
Planar propagation in pipes and ducts is certain only for frequencies
below & cutoff frequency. The cutoff frequency for the various propage-

tion modes in & circular tube of radius r is expressed by

10
mn o

mn  2xr

where Dmn is the nth root of the following equation:

] -
I (Dmn) =0 .

The lowest cutoff frequency is the one for m=1, n=0. This frequency is
3960 Hz for the tube used in the experiments reported here. A signal of
frequency greater than 3960 Hz will not necessarily propagate in a non-

planar mode, and it was generally found that experiments with primary



frequencies above the lowest cutoff were run apparently without

stimulating nonplanar modes. If a fundamental undergoes planar propaga-
tion, the higher harmonics of the fundamental that have frequencies
greater than the lowest cutoff frequency will nevertheless also tend to
have planar propagation, because the higher harmonics are produced by the
propagation of the fundamental. The exception to this condition is pro-
vided by irregularities in the pipe, such as a poor flange connection and
a protruding microphone or plug, which create a boundary condition
different from the original one. These new boundary conditions require
different modes of propagation of the signal to satisfy them. Thus, the
pipe irregularities scatter energy out of the plane wave mode into higher
order modes. If the irregularities are small, the amount of energy lost
from the plane wave mode is small.

The actual propagetion distances corresponding to the microphone

locations are listed in Table k4.1.

TABIE 4.1

DISTANCES FROM SOURCES TO MICROPHONE
MEASURING LOCATIONS IN METERS

MIKE X dhee )
STATION MONITOR | 1 | 2| 3 | 4 | 5 |6 |7
SINGLE YOKE 0.5 4.2 7.9 11.6 15.3 19.0 | 22.8 | 26.5
DOUBLE YOKE 0.1 3.8 7.6 11.3 15.0 | 18.7 | 22.4 | 26.1

The propagation distances are measured with respect to the finite amplitude

producing drivers. When the single yoke was used, the propagation




distances were measured with respect to the face of the driver producing

the pump signal. The propagation distances for the three-driver pump
source (the double yoke) were measured with respect to the point of the
yoke where the three individual pump signals merged. The source ampli-
tudes for the two signals (pump and weak signal) were obtained through
interpolation (by the use of the Fubini solution or small-signal theory)

of their amplitudes observed at the monitor microphone location.

5.C The Receive System

The receive system, treated as a single unit, was tested for
distortion of the received signals and needed to be calibrated. The
distortion test proceeded as follows. The microphone cartridge was
removed from the preamplifier of the B&K 1/4 in. microphone. Two elec-
trical signals of equivalent frequency and amplitude as produced in an
experimental run were introduced to the preamplifier through an electronic
signal summer. The spectrum of the signal produced was viewed on the
spectrum analyzer for intermodulation distortion compcnents located at
frequencies where sidebands of the acoustical interaction would be. The
results for the equivalent input of a signal of 4.5 xHz at a SPL of 150 dB
and a signal of 1 kHz at a SPL of 110 dB were that no intermodulation
distortion component had an amplitude larger than 70 dB. Since the ampli=-
tude of the sidebands recorded during an experiment were usually around
100 dB, they were therefore not produced in the receive system. This
distortion test checked the distortion of the complete receive system
except for the B&K microphone cartridge. It was believed that the dis-
tortion caused by the cartridge would be smaller than the distortion

caused by the rest of the system. The calibration of the system was begun

it ..




by calibrating the spectrum analyzer, according to its manual, for
frequency and amplitude response. The second part of the procedure was
tf - to calibrate the entire system with the B&K pistonphone. The receive

system was calibrated before and after every experimental run.

T T




CHAPTER V .

COMPARISON OF EXPERIMENTAL RESULTS AND THEORETICAL PREDICTIONS

A representative sample of the experimental results for Case II

i

are presented here and compared to the theory developed in Chapter II.
For the weak signal the experiments covered a range of source SPL from
104 to 121 dB and a frequency range from 0.6 to 1 kHz. The corresponding
ranges for the pump were 125 to 158 dB and 1.5 to 6.6 kHz, respectively.
The measurement distances ranged from 3.9 m to 27 m. The largest value of
o_ for which a measurement was made was 30. A total of 25 independent
experiments were run. Because of the similarity and conformity of the
results, only three of the experimental runs are presented here. No
experimental waveforms are presented. The relative amplitudes of the weak
signal and the pump were such that the width of the oscillogram trace
overshadowed the modulation of the pump by the weak signal (the modulation
may be seen in the theoretical predictions, Figs. 1.2 and Sl

An example spectrum of an experimental waveform is shown in
Fig. 5.1. Spectra for uw', up', and u are shown in plots (a), (b), and
(¢), respectively. The ordinates are SPL and the abscissas are frequency.
The values of the indices above a component identify its relative fre=-
quency (or its L representation). The notation is that presented in
Chapter II. Some components are the result of degeneracy, i.e., the
addition of two or more components whose frequencies are the same.
Distortion of the weak signal may be seen in plot (a) (the second harmonic

of the weak signal is 26 dB down from the weak signal). The "spurious”
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EXAMPLE SPECTRUM OF EXPERIMENTAL WAVEFORM
SOURCE SPL,, =1184dB, f, =1kHz
SOURCE SPL, = 146 dB, f, = 5 kHz
X=26.2m




%

weak signal and sidebands in plot (b), which should be the spectrum of the
pump signal by itself, are caused by the presence of the weak signal in
the signal to the pump drivers. The weak signal leaked into the pump
transmit system even though the input to the weak signal amplifier was
grounded. ILeakage of the pump signal was avoided in plot (a) by grounding
the input of the pump amplifier and disconnecting the pump signal from the
grounding switch. The sidebands are caused by the interaction of the weak
signal and its harmonics with the pump and its harmonics. The =-1,1 com-
ponent is the first lower sideband and the 1,1 component is the first
upper sideband. The dashed lines above the 1,0 and o,n components in
plot (c) represent the SPL of the corresponding components in the other
two plots. The difference between the dashed line and the amplitude of
the components in plot (c) is 1 dB, 1 dB, 1.5 dB, 2.2 dB, and 3.2 dB for
the components 1,0 and o,n (n=1,2,3,4), respectively. Little decrease of
the weak signal is observed, but the pump and its harmonics are definitely
reduced. The higher the harmonic of the pump, the larger the difference
in SPL of the harmonic in plots (c) and (b); this trend was predicted in
Chapter II (Eq. 2.26). The difference between the two SPLs is a measure
of the amount of energy redistributed from the harmonics to the sideband
formation.

Figure 5.2 shows a comparison of predictions and measurements for

an experiment in which the source conditions were as follows:

SPL = 140 dB, SPL, = 115 dB, £ = 1.5 Kffz, and £, = 1 Kfiz.

The changes in SPL of the weak signal (u the first lower sideband

l’o))
(u-l,l)’ the pump (uo’l), and the first upper sideband (ul,l) as a
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function of cp are shown in plots (a), (b), (c), and (d), respectively.
In plots (a) and (c) the dashed lines represent the decrease of the
respective components based on small-signal absorption. The difference
between the small-signal predictions and the weak shock theory predictions
for the weak signal represents the suppression of the weak signal. In the
case of the pump [plot (c)] the difference primarily represents the excess
attenuation caused by the finite amplitude distortion of the pump itself.
The particular experimental run shown in Fig. 5.2 is a little unusual
because the first lower sideband is to the left of the weak signal in the
frequency domain. The two primaries were chosen close in frequency so
that the value of Q would be near one. In Chapter II, in the analysis of
the Case II preshock solutions, it was observed that the greatest predicted
suppression of the weak signal occurs when Q has a value of one. The
agreement between theory and experiment is good; the standard deviation of
the data about the theoretical curve has a value of 0.7 dB. Only 0.8 dB
of suppression of the weak signal was achieved. The first upper sideband
grows more rapidly and is larger than the first lower sideband. Such an
asymmetry agrees with the theoretical predictions in Chapter II.

Figure 5.3 shows the comparison of predictions and measurements

for an experiment with a smaller value of Q. The source conditions were

as follows:
SPLp = 144 aB, SPLw = 113 4B, fp = 2,5 kHz, and fw = 1 kHz.
The weak signal does not undergo much suppression and, in fact, the

suppression seems to taper off at approximately 1 dB, around dp=2. From

that point on, the predicted decrease in the weak signal parallels the
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linear theory curve. The agreement between theory and experiment is in
general better than for the previous experiment; the standard deviation of
the data about the theoretical curve is equal to 0.5 dB. Again the first
upper sideband is seen to grow more rapidly and to be larger in amplitude
then the first lower sideband. At the larger values of cp, however, the
greater attenuation of the higher frequency sidebaqd has its effect and
the first lower sideband becomes the larger one. The squiggle in the weak
shock theory curves is partially due to the polynomial fit performed in
program GRAPH.

The majority of the experimental results and theoretical
predictions were similar to Figs. 5.2 and 5.3; an exception is shown in
Fig. 5.4%. In this example (which shows the smallest value of Q) the

source conditions were:

SPLp = 145 dB, SPL, = 114 4B, fp = 4 kHz, and £, = 1 kHz.

What sets this particular experimental run apart is the fact that the weak
signal undergoes amplification (relative to the small-signal prediction)
rather than suppression. The enhancement of the weak signal (approximately
1 dB) appears to occur between the values op:l and cp:h. Beyond the point
op:h, the weak signal decays according to linear (small-signal) theory.

The agreement between theory and experiment is good; the standard devia-
tion of the data about the theoretical curve is equal to 0.7 dB. Ageain the
upper sideband is more prominent at first; the lower sideband is more
prominent later. An extensive experimental and theoretical investigation
was undertsken to study the enhancement of the weak s.gnal, but the

results of the study were not conclusive. The theoretical work showed that,
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whenever enhancement occurred, the pump frequency was a harmonic of the
weak signal; the investigation also showed that this frequency condition
was necessary but not sufficient. The predicted enhancement was amplitude
dependent as well as frequency dependent. The experimental work was less
edifying. No other experimental run demonstrated the enhancement of the
weak signal to the degree seen in Fig. 5.4. Figure 5.4 is presented to
show a result which was observed both experimentally and theoretically

but which is not completely understood.
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CHAPTER VI

CONCLUSIONS AND FINAL COMMENT

The purpose of this research has been to study the suppression
of sound by sound of a higher frequency. More specifically, the planar
propagation in air of a finite amplitude tone (the pump) and a smaller
amplitude tone (the weak signal) of lower frequency has been investigated
both theoretically and experimentally. A brief summary of the work com-
pleted and the conclusions drawn from those results follows.

Suppression is caused by a modulation of the weak signal by the
pump. The acoustic energy of the weak signal is not lost (absorbed) but
is rather redistributed to other parts of the spectrum. The amount of
suppression depends qualitatively on whether the pump frequency is lower
than the weak signal frequency (Case I) or vice versa (Case II). In
Chapter II, Case I and Case II interactions were reviewed and compared.

A general notation was introduced so that the various formulas could be

used for either Case I or Case II. The exact solution valid before shock
formation was reviewed, both for the time domain (Earnshaw solution) and

for the frequency domain (Fenlon solution). A convenient way of writing ’
Fenlon's solution was given. Various approximate solutions were formed ;
from the exact solutions and compared with each other; analysis of these

solutions led to many conclusions. Suppression before shock formation in

Case I may easily exceed 40 dB, but for Case II suppression may never
exceed 2.4 dB and in most practical cases is much less. The modulation

process that causes suppression also leads to the formation of sidebands
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about the high frequency signal. The primary energy source for the
sideband formation in both Case I and Case II was observed to be the
higher frequency signal and its harmonics, if any. In Case II, it was
observed that the higher the harmonic of the pump, the greater the
harmonic's amplitude is decreased in the interaction. The first upper
sideband grows more rapidly (at least at first) and is larger than the
first lower sideband.

Theoretical predictions valid beyond the shock formation
distance were obtained. Included in these predictions are the effects of
small-signal attenuation and dispersion. Weak shock theory, cast in
difference equation form, was used to obtain the predictions. In
Chapter III the difference equations were implemented in a computer algo-
rithm. The computer program, referred to as program C500, incorporates
attenuation and dispersion.

The agreement between the experimental results and the
theoretical predictions shown in Chapter V was excellent and, in general,
supported the conclusions drawn from the preshock solutions. The experi-
ments, which were for Case II only, showed little suppression of the weak
signal; the maximum suppression observed was about 1 dB. The suppression
of the weak signal occurred at relatively small values of op (cp is the
shock formation distance of the pump); for values of cp approximately
equal to 3, the suppression process halted and the weak signal propagated
thereafter according to linear theory. The first upper sidebands were
observed to be more prominent than the first lower sidebands for small
values of cp but, because of absorption, for larger values of op the lower

sidebands were more prominent. In some cases the weak signal became
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enhanced (relatively) rather than suppressed. Enhancement was observed
both experimentally and theoretically; it appeared to occur when certain
frequency and amplitude conditions were met by the primaries. In particu- 4
lar, the pump and weak signal had to be harmonically related. With the
primaries so related, degeneracy occurs. Thus the enhancement may have ;
been caused by the presence of sidebands equal in frequency to that of the
weak signal.

The primary task undertaken, the investigation of Case II, was 3
accomplished. The conclusion is that little suppression of a weak signal
by a higher frequency pump is possible, before or after shock formation.
It has been firmly established here that if large suppression of a tone
is desired, the suppression may only be obtained through a Case I inter- 1

action, even though the Case II interaction is more attractive in respect

to harmonic and sideband "pollution." The computer programs developed to
implement the theoretical investigation of Case II are applicable for

other purposes. The computer programs may easily be adapted to other

types of propagation (spherical or cylindrical) and to other forms of
attenuation (atmospheric or underwater).

The present work completed, what is the next step? A logical
extension of the work presented here is the substitution of noise, either

narrowband or wideband, for one or both of the two acoustic signals. The

Shcasin

work with tones would seem to indicate that the most efficient way to
suppress & band of noise would be a Case I interaction with a lower fre=-

quency pump. The theoretical work in this case could then be restricted

to shock-free regions. The preshock solutions are, in general, easier to
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apply than the postshock solutions. In any case, however, the applica-
tion to suppression of random noise is not a trivial theoretical problem.
Some work involving noise has already been done. Pbstorius8 has studied
the propagation of wideband finite amplitude noise (no tones present).
Some theoretical work on the interaction of noise with a tone has been
reported by Rudenko, Soluyan, and Khokhlov.50 Work is presently being

done at ARL on the interaction of a finite amplitude tone and a bandpass

of noise (Ref. 26).
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PROGRAM €500

COMMON T(4200)+11(4200) «F T (1800)
DIMENSTON [X16200).LUIS12)
EQUIVALENCE (Vs Tx)

REAL MAR]wAX2

THIS 1S PROGRAM CS0Q wHICH PROPFAGATES AN INPUT WAVEFORM BY [NCHE
MENTAL STEVS TO A DESIRED DISTANCE USING WEAK SHOCK THEORY, Al
ENUATION AND DISPEMSION ARE APVLIED, POR A DETAILED EXPLANATIOM
SEE AKL=TR=77-8 AY AILL WILLSMIRE. TWt FOLLOWING IS A LISY OF
THE IMPORTANT PROGNAM PARAME TEWS.

A=SPL OF SWALL SIGNAL RE .0000¢ NI/M2

Fl QUENCY OF SMALL SIGNAL

F2- FREQUENCY OF Puwp

NISTANCE« OESTRED PROPAGATION UISTANCE

DISINC= INCREMENTAL PROPAGATION UISTANCE

NEXP2« THE NO, OF ELEMENTS IN U AND T ARRAIES ® 2 P2

FPAX= FREQUENCY OF LAST FOURIEW COEFP. CALCULATED BY FFT

SCAL- USED TO SCALE U AY GEFORE FFT

U= PARTICLE VELOCITY ARRAY

T+ CORRESPONDING TIME ARRAY

WSCAL®SCALs USED FOR lNlYlALIlA'lD’

FUUmsP ARy USED FON INITIALIZATION

NATDIS=NO OF PROP, STEPS BETWEEN ATTEN AND DISPER CORRECTIONS #
NATDISONDISTORS

MATDISeNATDIS, USED FOR INITIALIZATION

™

NPOINTS= NU OF ELEWENTS IN U AND T AFTRR CALL TO SUM
MPOINTS= USED TO INITIAL. NPOINTS wwéM ATT=DISP. NO
LPOINTS= USED TO INITIAL, NPOINTS wwkN ATV=DIS ARE APPLIED
NHeN/2

WHTalen/2 o 1S THE NO. OF FOURIER COEFFS. CALCULATED BY FFTY

nnannno
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FHAX=20000,
WRITF (2) AcFloReF2. TMETADISTANCE sUTSING sNPU FRAK ,NU
LPOINTSaNHEND

DL R016 IS THE MAJUR LOOP OF C500. tACH CONPLETION OF THE

LOOP COMPLETES NOISTORS INCHE, PRUP. STEPS.

00 8016 IlwleNC
DISTARCE=DISTANCE*DISINCONDISTORS
CALL FFTCH(11UsRGYOraT)

CALL FETCH(133,7.8400,aT)
CALL DISKwALY

SCALewSCAL
G=1,20

802 eP[OF 20D STANCE/ (300,%340,)

NPOINTSSLPOINTS

nnnno

SUB WAVEPROP PROPAUATES THE wAVEFORM viA WEAK SHMOCK THEORY

CALL wAVEPROP (U, TeDISTANCE.DISINC NPOINTS NOISTORS)

MPOINTSaNPOINTS

CaLL STORE (1+UsB400407)

CALL STORE(133:Ts8abU.aT)
CALL DISkwalY

annnn

SUR TIME FRE REFOVES THE ZERO UUFFERS AND PERFOWMS A FFT

CALL TIMEFRE (UeToNPOINTS N NEXP24TXoSCAL WM ITOT o TMARILUIIT+SIG
CMAGLF (DT NREND)

NPN=NO OF PUMP WAVELENGTWS IN INITIAL U ARMAY ¢ pees
DELT= ORIGINAL WAVEFORM INCRENENI [4
NOO= NO OF ZEROES IN RIGHT BERQ WUFFER €  SUR WANGENZ SPPLIES A WANNING UATA winDO® 10 THE SPECTRUM OF TwE
NOOL= NO OF ZEROES IN LEFT 2ERO BUFFER 4 INTERMEDTATE waAVEFORM
NGO=NOOLe1s FIRST NON=ZERO ELE. IN U ARRAY (2
NENDSNPO[NISeNOOLs LAST NON-ZEMO ELE. IN U <
NUGOWNEND+1s FIRST 7ERO ELE. IN RIGHT LERO BUFFLR CALL WANGEN2 INoTX)
NBENDENEND*NOOs LAST ZERO ELE. IN U ARMAY [N RIGHY ZERO BUFFER 2227 SCAL=SCAL®? ,veer | CAT(ITOT)
NOTSTORS= NO OF INCRE. PROP. STEPS PLRIORME 8v UNE CALL TO @
SURRQUTINE WAVEPROP [4
NO-NO NF CALLS TO WAVEPROP TO WEACW DESTREU PROP, DISTANCE € DL 20 SCALES TWE SPECTRUM COMPUNENTS TU ABSOLUTE VALUES
c
c
READ 2504AsF1eBoF2,THETA 00 20 L=lN
250 FORMAT (5F8,.2) JaNe )l

REAU 2604D1STANCEDISINCoNEXP2
260 :!onn (2FR,2¢1%)

AU 270,FMAX.SCAL

27q FQawat(2FLe <)
Ple3, 14199

LLLEL

AMP OF TONES CAST INTO PARTICLE VEL. FHOM SPL Rt .00002 NT/m¢

0000000
WSCALeSCAL

®10.%0 (A/20,)
2)°10.%0(8/20.)

FOIMSFAX
NATO!S®2
NO1STONS®2
MATUISENATOTS

NPOINTSSE

. (NFAP2)

NONPOINTS
LPOINTSaNPAINTS

Nuah/2

Nele(N/2)e)

NPNEF2® (N=]) / (20FMAX)
PRINT &c,NPD

FORMAT( ® NPD = ®,110!
DELTeNPD/ (F2@ (NPOINTS=]))
NOO=AS

NOOLe]S

NGOSNOOL » 1

NENU:

OINTS+NOOL

ol
NRGONPOINTS ] +NOCL
NBFNDuNPOINTS«NOOL +NON

annnao

DL 101 CREATES LEF) 7ERO BUFFEM

00 101 JwlnOOL

UtJleg.

T(J) e ®0ELT-DELTY
101 CONTINUE

PL 100 CREATES INITIAL wAVEFORNM

Al

1
(J)weARSSIN(29P19F |SOUNT )= BEOS [N (20P[#F 20RUNT + THETA)
TJreRusTT

continuk
NOUF Nk o)

AanAA

102

5003

DL 102 CRLATES RIONT ZERN BUFFEN

D0 102 JeNAGO «NAEND
RUNTe OCELT-DELT

.
A

(Jieg.
1)) wAUNT

CONTINUE
CanL STORE (14U Ba00.47)
CALL STORE (143sToPaug.aT)

CALL ClIsnw,

1
ZeDISTANCE/ (DISTNCONUTSTORS)
NO® [POUND (2)
PRINT S003.N0
Fopwar: o THE NUMNER OF DISING » ®4[10)
DISTANCEwU,

UtJ X (J) /7 (NOSCAL)
20 CONTINUE
SNORmU (2)

annnm

AL 315 CALCULATES TWE FOURIER COEFFICIENTS

DO 315 Is2.nM

Je2e([-1)e)

JImJe)

AMPESQRT (U(J)OU(J) sU LI UGN

1F (AMP.EC.0.) GO 10 HAQ
UIT)m20,04L0010((a1S®AMF) /((,00002)®(1.014)))
GO To 89V

U(lieo.
CONTINUE

IFIUIT)4LT.040) UIT)I®0.0

1

»

CONT TNUE

1F1Ut]) ,E0,04) GO TO A9l

Ul

1)%C0.®ALOG1 0 (415®ABS(U(L) 1/ (1.414%,00002) )

60 Tn 892
891 Utl)=0.
892 CONTINUE
TF (UML) aLTa040) U(1)=0.0

1F (SWOP .EOQ
U(NKT) 82

) GC TO A93
LOG10(4]15@ABS (SHOK) /7 (]1.84]16%,0000¢))

GO T0 894
893 U(NKT) =0,
894 CONTINUE
TF (UINHIT oL T4040) UINKT) 80,0

DL 888 CALCULATES 'WF FREQUENCLES OF TwE FOURTLM COLFFICIENTS

AnnnAa

00 888 usloNK]

T(J)m(g=1)/THAX
B8R CONTINUE

TLmee)

onnnnn

DL & SELECTS THE MAXIUM FOURIEW COEFF, ANC *INUS COWRECTED

VALUES FAR TME AMPLITUDE ANU FON Tmk PHEQUENCY OF TwE COEFS

00 5 1e24Wm]
1F(T(]1).GT.Fmax) 60 10 718
TFIULT) oLTeU(Te))) GO TO 8
IF(ULTI oLt ull=1)) 6O TO 8
TF(UCI=1)+GToUITed)) GO TN &
KATTw]
60 T0 7

6 KiTlme]

T CONTINUE
TF(RATT.LT,019410

© MAX2eu (1)
LLLR LIRS £ B

6o

10

L4 MAX2eU(Tel)
“Axiey(l)

11 CONTINUE
TLmeyLMed
MATZR|0.%® (MAX2/20,)
Mavle|0.o® (maxl /20,

"G

Ax) /AN

Qe (2«RO1 /(1 +RO)

SMAK| ORS00 (| <0%N) /SINIPIQ)
1" T.0) 6N 10 N8
Uil e20 LOuUIC (he)

FliliMimtlaton) sfoar




9s

%
s
”ns

701

onannn

InvE
--luv T0helfefLn
AT( @ ThE INDEX IS = ®415¢0 [LM & o,|8)
l'l (2) SIGeILMeFY
LPOINTSSMPOINTS
I# ATTeDIS ARE TO BE APPLIED DL 815 APPLIES THEM IF NOT CONTWOL
HETURNS TO THE BEGIMNIANG 10 UL ¥Oi6

TF (11,NE.NATDIS) GO TO HO16
CALL FETCH()oUe

CALL FFTCM(1334Ty

CALL DISkwAlT
NENINTSaMPNINTS

WSCALeSCAL

(-
c
c
¢
<

TINEFRE REMOVES ZEHQ MUFFERS AND PERFONMS FFT ON WAVEFORW

CALL TIMEFRE (UsToNPOINTSINGNEXP2oTAsSCALoNMsITOT o IMAXILUCTTSTGs

CMAGIF +DT o MREND)

c

c
c

NL 815 APPLIES ATTENUATION AND DISPERSION CORRECTTONS

(4
DO 813 1s2.nNM

ore

Je2e(1=])e)

Jisye]

FRES(1=1)/THAX

01371 *SORT (FRE) =< 005577 ) *NDISTONS®DISINCONATDIS

G) @ (IX(J)@COS (ARG) *1X (JJ) ®SIN(ARG) )
«ARG)® (IR (JJ)OCNS(ARG) =LZOSINIARG) )

81% CONTINUE

Ixclinge

10P=15Ce0

(-
C PERFORANMS BACKWARD FFT TO GET BACK INTO THE TIME NOMAIN
c
4

ITOTASIFFTOB (I1XNEXP2,1O0PISCoLU)
c .
(4
g DL 816 SCALES WAVEFORM TN ABSOLUTE VALUES AFTEN BACKWAWD FFT
c

DO 816 JsloN

LaNe

U118 (L) 7 (NOUSCAL®Z,0%(1T0T+110TH8))

Ale CON'!MI(

c
C DL 818 SWMIFTS ELE, OF U AND T FOWARD TU MAKE ROUM FUR LEFT
c ZERO BUFFER.

¢

eln

'(Nll)l‘(kl"b"i’LDlY(hOﬂll’
CONTINUE

annaan

®
~

DL 821 CREATES LEF! ZERO BUFFER

D0 821 1sleNCOL
ViT)eo.
Ttla(1=119%07
CoONnTIN
LPOINTSsNBEND

c'.ul sLPOINTS=NOO

€ DL 817 CREATES RIGHT ZEROD WUFFLR

c

L1

-

AaAAan

DO 817 JsNAGONREND
UiJImo.
T(J)eT(N)*(J=NBGO*1)*DT
CONTINVE
c STORE (14UsR400,47)
CALL STORE (133,To0400s47)
CALL DISKWALT
NATOIS®NATDIS+MATODLS
L'oxurs-~o|.u
CONTINUVE
'1*1 h!l.

® TWF LAST SIOMA IS # @b 10.3)

En0

SURWOUT INE .lvlllo’(U-T-DISVthltDl!lNCvﬂ’OlNV!-NUI!IOlS)
DIMENSTION titl) et (1
COMMON DI)'IIZOII-W}H!IOI-lothllom

SEE ARL TR=73-2)3 FOW DETAILS ON THIS SUBROUTINE

108

WAVEPROP IS THE WEAK=SHOCK wavE PROFAGAT[ON ALGUR]THUM,

CALL PARAMETERS «a.

v == U IS A REAL ONE DIMENSIUNAL AKRAY ULSCRIBING THE PARTICAL
‘ELI)CI“ OF A POINT ON IWk wAVE FORM [N EITWER ENGLISH

OR METRIC UNITS, 1F MEIRIC UNIIS AME USED COs THE SwmaLi

SIGNAL SPEED OF SOUNDe MUST Bt SUPPLIED IN WETRIC UNITS,

1 == T IS A REAL ONE DIMENSIUNAL AWRAY ULSCRIBING THE TIME (IN
SECONDS) COURDINATE FOR A PATICULAR POINT ON THE wAVEFOWM.
THE DOUBLET (1'(1147(1)) THEN DESCRIUES A WAVEFURNM POINT
IN THE PARTICAL VELOCITY=TINE PLANE.

DISTANCE
DISTANCE

A REAL VARIAALE. 1T 1S THE DISIANCE Ovek wHICH THE wavt
1S 10 BE PROPAGATED.

DISING == A REAL VARIABLE. 1T IS THME INCMEWENTAL STEV SIZE USED TO
COVER THE CISTANCE. DISIANCE.

NPOINTS == AN INTEGER VARIARLE, 1! IS THE NUMSER OF POINTS USEN Ti
OFSCRIRE TWt wAVE FORW 10 BE FRUPAGATED
C NDISTCRS= THE NUMRER OF [NCHEMENTAL STEMS ’IIOMG‘VM/ B8Y Ont
c CALL 70 wavEPROP,

PERIOD = TINPOINTS)
R = 1,205
Cos340.
ETA = B/CO%e2
DISFACTR#ETACCISING
00 140 NDISTUR®] ¢ADISTORS
NS m NSHIPT & o
TLOw & T(])
C(‘"(CCCtCCCCCCCCCCCCCCCCCCCCCCC(CCLCCCC!CCCCLCCCC(CCCCCCCCCCCECCCC

ThiS LOOP TESTS FOR SwOCKS ANC SHIFTS QUT POINTS
IN THE DOUALED VALUED RLGION

cecceecceccccccecccccccecccacecccccceciccecLcceeccecececLcceecceccces
00 30 INDEA®] APOINTS
NPOINT & (NDEX=NELFY
T(NPOINT)®T (INDEX) =t ( INDEX) ®OISFACIN
L(NPOINT) ®U (INDEX)
IF (T(NPOTNT) 0T, TLOW) GO 10 30
TAVG & (T(NPOINTIoT(NPOINT=)))/240
00 10 Isl.NS
IF (TAVG.LE.TS(I)) GO TU 2V
10 CONTINVE
NS & NSe)
TSINS) = TAVG
LGCSINS) = NPOINT
GC T0 30
20 NSHIFT = nSHIF1aNPOTNT=LOCS ()
LOC » LOCS(1)=]
T(LOCel) = TINPOINT)
UILOCel! & UINPAINT)
TS(I) & (T(NPOINTI®T(LOCI)Z7240
NS = |
1F(NS,GT,1199) GO TO 200
60 10 2vi
200 PRINT 202
202 FORMAT( ® NS 1S TOU LARGES®)
201 CONTINUE
i TLOW s TINPOINT)
NPOINTS ® NPOINTS=NERIFT
TLEFT = AMNIF(T(1) 4T (NPOINTS))
IF (TLEFTWLT,.0.0) 40+50

“0 PRINT 150+ DISTANCENUISTUR
sToP

S0 TBIG ® AMXIF (T(1)sT(NPOINTS))
IF (TB16.LT.PERIOV) 60470

60 PRINT 160+ DISTANCEJNDISTON
sYop

70 CONTINUF
1FLAG = ~su|rv .0

TLow & T(i)=
CCCCCCCCCCCCCCCCCCCCCCCCCCCCLCCCLCCCCL&CLCCC!CCCC&CCCCCCQ(CCCC(CC&

THIS LOOP ADJUSTS VELOCITIES AT IWk SWOCRS AND SHIFTS OUT POINTS
IN THE OVERLAP REGION THAT OCCURS WHMEN SMOCKS OvVEMTARE

[ o o f of of of o of of of o of of of of of o f o f o o] of of o of o of L Wl W o o 2 o o I L e e
130 INDEX=] sNPOINTS
NPOINT = [NDEX=NSHIFT
TI(NPOINT) = T(INDEX)
UINPOINT) ® (1(INREX)
IF (IFLAG,EC,1) GO TN luu
1F (T(NPOINT)LGY,TLON) GO (O 120
TAVG ® (T(NPOINT) T (NPOINT=1))/2.0
1FLAG = |
1 = NPUINT=2
G0 To 90
L1 1 e el
NSHIFT = NSKIFTe]
T(1e2) = T(NPOINT)
Ul1+2) = yINPOINT)
90 1F (TAVG.LT.T(1)) GO 10 80
UITe1) ® (U)o tutle. < (1))@ (TAVOT (1)) /7 (T(lel)aT L))
T(141) = TAVG
60 T0 130
100 IF (T(NPOINT).LT,TAVG) GO 10 110
U(NPOINT=]) ® U(NPOINT=1) 4 (UINPOINT) «U (NPOINT=11)®(TAVE="
* (NPOTNT=1)) 7 (T (NPOINT) =T (NFOINT=1))
T(NPOINT=)) » TAVG
1FLAG = 0
60 Yo 120
110 NSHIFT = NSMIFTe)
60 1n 130
120 TLOW = T(NPOINT)
130 CONT INUF
140 NPOINTS & NPOINTS=NSHIFT
RETURN

c
150 FORMAT (1r]+®EXCEEDED TIME BASE 10 THE LEFT®.// 10,

SODTISTANCE#® €18, 8¢ 10X 153N TTENATIONS®)
180 YORMAT IMI®EXCERDED YIME BASE 10 THE RIGNT®,//vi0Re
SONTSTANCES® ot 15,854 10%e 153X *ITENATIONS®)

s vy Yo s
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SURROUTINE TIMEFRE (UsTNPOINTS o NsNEXPZo 1A SCAL JNHsTTOT . THAX sLusIle
CS1GeMAFIGNT «NBEND)

DIMENSTON ti(l)eT l)olxtl)eLutl)

DIMENSION HELP(5]13)

SUB. TIMEFRE REMOVES THE ZERO BUFFERS FROM AN INTERMEUIATE
WAVEFORM AND MERFORMS A FFT. TWE 2ERU BUFFERS AME ALSO
CHECKED TO SFE IF THEY STILL ExISI,

annnnnn

PRINT 251 4NPOINTS

FORMAT( ®NPOINTS = ®,110)

1F (U(NBEND) \NE.0.) GO TO 375

60 10 376

CONT INUE

PRINT 378

378 FORMAT( @ RIGHT 2ENO BUFFER NO! LARGE ENOUGH®)
sTOP

376 CONTINUE

LETSNPOINTS

~
L

37

>

NL 266 REMUVES THE RIGMT ZERO BUFFER. LET IS EWUAL TO THE
NUMBER OF ZEROES REMOVED

annnn

DO 266 lsl.NPOINTS
JENPOINTS# =]
1F (L)) JEG.0e0) GO TU 267
GO 10 208

267 LETSLET-]

266 CONTINUE

26R LETELETe)
KETeLET
LETSNPOINTS-LET
PRINT 10014LET

100) FoRmatt ®  LET = *4710)
LETaxET
TIFILI1).NELO.) GO TO 475
6U To 344

478 PAINT 476

476 FORMATI @ LEFT ZERO RUFFER NOT LARGE ENOUGH®)

stov
I8A CONTINUE
NET®Q
c cssee
¢ -
€ DL 366 REMOVES THE (EFT ZEKO MUFFER. NET IS EGUAL 10 THE
c NUMREW OF ZFRUES REMOVED.
(4
[ Pesese
D0 386 12).NPOINTS

0

1F(U(1)4EQ.040) GO TO 367
60 10 3oR

387 NETENET)

366 CONTINUE

J6R NETeNET-)
PRINT 3001 NET

3001 FORMAT( ® NET = ©,110)
TNOwRT (LET)=T(NET)
NPOINTSELET-NET
LUVESNETo L
TSLINEST (LOVE)

c
{4

C DL 500 RFNUMBERS THE ELE. IN THE U AND T AWRARIES AND MAINTAINS
c THE CURRECT  TIME RELATIONSHIP BEWTEEN THE U ELE.

4

€

00 500 Kl NPOINTS

LoxenET

UikieutL)

TiiaT(L)i=TSLIDE
500 CONY INUE
D1 (YINPOINTS) T (L)) / (N=1)

RESAMPLE PRODUCES N EGUALLY SPACEU PUINTS FROM TWE NPOINTS
UNEGUALLY SPACED PNINTS OBTAINED PROM wAVEPROP,

Aannnnn

CALL RESAMPLE (UsToNsNPOINTS DT oRELY)
10Pe1sC=0

TMAXaT (NI =T (1)

DTwimax/ (N=])

NL 10 SCALES THE FLOATING PT, ELE. OF U BEFORE AN INTEGER Fp1

annann

00 10 Jslen
IXty)aucgrescaL
16 _CONTINUE

A FOWARD INTEGER FFT IS TAKEN UN Ik wAVEFURM

Annnn

seoen

ITOTWIFFTYOF (1XoNEXP241OP s ISCoLUY
END

109

SUKROUTINE RESAMPLE | TN NPOINISIUT omELP)
DIMENSTON UL oT (1) omELPIL)
COMMON DM (8400) +FT (1800

RESAMPLE PROD'CES N FOUALLY SPACEU PUINTS rROM INE WPOINTS
UNEQUALLY SPACEN “UINTS OB IAINED FHOM waAVEPROP,
SEE ARL TR=73+23 FOW NETAILS ON THIS SUBROUTINE

fananan

LCPw (N=2313)/2
NN ® 2

DO 830 Tal.n
10 TLIM = T (NN)
17 = (1=]1)e07
IF ((TT=TLIM) LELi 0E=12) GO 10 &20
NN = NNe)
IF (NN.GT.WNPCINTS) 450010
420 CONTINUE
T1F(1.67.1800) GO 10 &a%

FYCI) @ (TTaT(NN=L) ) ® (U CNNI =L CNN=1) )/ (T (NN =T (N | ) ) oU (M= ]
GO 10 430
445 CONTINUE
1F(1.67.2313) GO T0 lo

HELP(1=1800) (TT=T (NNa]) )@ (UMM} =UtNNmL) )/ (T (MN) =T (Mh=|))eu(NN=] ]
GO To 430
10 CONTINUE
Cusl/z2
1CH=CH
ICHl=2e1CN
RATSICHI=]
IF(RAT.EQ.0.) GO TO «4)
LMa(1-231)1/¢

TOLM) & (TTaT(AN=L)I® (U (NN =G (NN L))/ (T (NN T (R | 1) ol (N ] )
GO 10 430
443 CONTINUE
M =(1-2313) /241

UML) 8 (TTaT (hMN= b)) ® (0NN =l (R ] ) )7 (T (M) =T (e ] )1 o (e ]
430 CONTINUE
D0 442 U=2314,4096.2
KIN®(y=2313)72¢)
UlJ)eu(KIN
442 CONTINVE
D0 4] Jv2315,4095.2
JIN® (y=2313) 72
Ut et (JIN
44) CONTINUE
00 15 J=180142313
Ul enELP(J=1800)
15 CONTINUE
00 447 Js1.1800
Ut eFT(J)
487 CUNTINUE
D0 448 L=lon
TiLle 01
4eB CONTINUE
GO 1n 480
480 PRINT 470
PHINT S0041
500 FORMAT(X4110!
ST0P

480 METUAN

(470 FORMAT (1%] . 19mNN EXCEFDED WPCINIS)
END
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PROGRAM GRAPH
DIMENSION MIP(6)
DIMENSION FT (18
OIMENSION W (100)

OIMENSTION AMP (68,2001 sSTIGMA(64200) ¢ YAMP (200) 1+ XSTGMA (200}
DIMENSION XP(5S5)

CoMMON V'C(!\‘IO-M

an

PROGRAM GRAPH SELECTS CERTAIN FREQUENCY COMPONENTS FROM THE
SPECTRA FROM PROGRAM C500 AND PLOTS THE AMPLITUUES OF THE
FREQUENCY COMPONENTS ASSOCIATEL TO A PARTICULAR FREUUVENCY
VERSUS THE SIGMA OF THE PUMP OF EACH FREQUENCY COMPONENT.
FOR MORE EXPLANATION SEE ANL=TA=T7=8. THE FOLLOWING IS5 A
LIST OF IMPORTANT PROGRAM PARAMETENS.
XYZ =THE BANOWIDTH OF THE NUMERICAL FILTEW,
SIGME ~THE MAXIMUM SIGMA-2 TU BE PLOTTED.
SISCAL®SIGMA/S =SCALING FACTUR FUR MOW, AX1S.
DBGO ~THE MIN, VALUE ON VERT. AXIS IN DR RE .00002 N/M
DBEND =THE MAX VALUE OF VERT AXIS IN DB RE 2910®®-SN/M
DBSCAL = (UREND=DBGO) / 3=SCALING FACTOR FOR VERT, AXIS.
LPST =SPECTRAL NUMBER OF FIRST FRE., COMPONENT PLOT.
LPEND ~SPECTRAL NO Of LAST FWE., COMPONENT PLOT.
NO= THE NO OF SPECTRA PASSEL 10 GHAPM By C500.
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IF (CMECKLLT.CHECK2) GO TO 208
GO YO 1vo
206 IF(FY(Te1) LT.FT(Ie3)) GO YO 10O
205 CONTINUE
IFLJAY EQ.Y) GO TO 210
IF (JAY.EQ.2) GO TO 211
1F (JAY.EQ.3) GO TU 213
LIT LTS
MRUNeNS
GO 10 214
MisM]e]
LCUL TN
60 10 214
224 ]
MRUNaE2
G0 T0 214
213 M3sk3e)
MRUNSN)Y
214 CONTINUE
AMP ( JAY JMRUN) @FT (o))
SIGMA (JAYIMRUN) &S 16
JAYSUAYeL
IF (JAY.LQ.8) GO TC 200
100 CONTINUE

20

21

21

4
ML 600 CALCULATES TWt CENTER PRE, OF IME PTLTEN AND STOWES

THEM IN THE W ARRAY,
¢
c

DO 6005 J®3,50+3
]

wiy=1)
Vigey
1F (wiges) sGToFMAX) GO TO 6006

6008 CONTINUVE
6006 LOT=y

20

-

MleM2amieMasd

an

DL 200 HEGINS THE FILTERING OF EACH SPLCTRUM 8BY REAUING 1T #rOM
MAG TAPE,
¢

c
D0 200 JulNO

JAYS]

READ (2) SIGeILMsFT
IF(S1G.GT.STILMX) 60 Tn 201

DL 100 1S THE ACTUAL MUMERICAL FILTEM.

an an

DO 100 IeleILMe?

CONTINUE

CHECKuABS (W(JAY)=FT (1))

1P (CHECK.LT.AYZ) GO To 203
1F(FT(1),LT.W(JAY)) GO TO 100
JAYSJAYsL

60 10 1vi
CHFCK2ARS (W (JAY) =FT(T42))

IF (CHECK2.LT+XY7) GO TO 204
60 10 20%

-

MX «(X]-4) NO OF FRE. COMP. FOUND FOM EACH SPECTWAL NO. 200 CONTINUE
201 CONTINUVE
¢ [+
READ (2) AeF14B,F2+THETAIDISTANCE +DISINCoNPO oF MAXNO c
PRINT 1000:F1¢F2¢NO DL #01 PLOTS THE DLSIREN SPECTHAL NO. PLOTS,
1000 FORMAT( @ Fl m ®sFl0,2¢® FZ & ®¢F 10,2+ NO = *,110) 4
FAsf2.F) c
FEsi2+F1 DO 01 TeLPST.LPEND
XyZesq, TF(1.€Q.1) wWRUNe™)
S10MXa58, +2) MRUNeM2
1) MRUNeM)
IF(1.6Q.4) MRUNaNM4
LBe2HDE
/DBEND=100 .« LBL=INST6
STSCAL=SIGMX/S,. CALL PLOT (645e=12.0~3)
DBSCAL = (DBENV=DREO) /3, CALL ORIGIN(1.93.0}
wil)lefl CALL PLTAXIS(O. 9,000 e0.00STEMAY L olBLI=3e5)

RGO JUBEND ¢S4 oL B0 2

'

CALL PLTAXIS(0. 3 W00,

DL A00 TRANSFFRS TNE PARTICULAW
PLOTTED TO THE PLOTTING AMRAIES.

ATA OF ONt SPECTRAL NO, TO BE

a0

DO MO0 JmlMRUN

VEC(Je2) 2 YAMP [ J) mAMP (] 4J)

VEC(Jo]) mXSTOMA (J)uSTAMA(TeJ)
800 CONTINUE

AHARSGAMMARTOL®0 .
MusMRUN

1VEC=200

KKell

K3aKice]

K1pe2
c

PERFORMS A POLYNOMINAL OF ORDEW KK LEAST SUIARES BEST FIT ON THE

UATA TO RE PLUTTED.
c

c
CALL PFITLSO(VECIIVEC s XP oMM KK KIoKIP o XBAR ¢GAMMA » TOL + YAV ¢ YBAR,
CYSQsYMAK)
VO Hla JsloMRUN
YAMP () eVEC (Je5)
814 CONTINUE

PRINT 444¢MAUN

444 FORMAT( MRUN = ®,115)
CALL PLTNATA(XSTGMAYAMP ¢MRUNsOsUeU+eSISCALIUBGOIUBSCAL ¢
CALL PLOT(0.Ve0,0¢3)

801 CONTINUE
END




APPENDIX C

LISTINGS OF PROGRAM TIMEPIOT




PROGRAN TINEPLOY
DIMENSION T(8200) +U(4200)
c

PROGRAM TIPEPLOT REMOVES THE LLFT ZEWO BUFPENS PROM SELECTED
WAVEFURMS AND PLOTS THE FIRST PURTION OF TWE SELECTED
WAVEFORMS, FOR MORE DEIAIL SEE ANL=YN=77=8, WL
FOLLOWING IS A LIST OF [mPOMIANT PROGHAM PARANLTENWS,

NO= THE NO OF WAVEFORNS TO WE CONSIDERED.

]uo.- YI( M) OF WAVEFORMS SKIPFED BLIWLEN IME PLOTTED ONES 1S

-ov-xno' U!(p FOR INITIALIZATION.

THE LENGTN OF Twt PLOTTEU POMTION OF THE WAVEFORM
ALING FACTON FUM MOR, ARIS.

SPACING IN SEC. ON MOR, AXIS YIC WANKS,

PARTICLE vELOCIYY IN W/S,

SCL WP /2.5 SCALING FACTOM FUM VEWT. AXIS.

1FNOT USED TO PRINT THE TIC SPACING AT TWE BOTTUM OF TWE PLOT

PAPER.
TFLTT= USED To POSITION THE PLUTS ON THE PLOTTING PAPER,

lﬂ.'l-“"’l.
1FN0TeS

HORs
1FLTTe1l

c

A ORIGIN 1S ESTABLISHED ON TnE PLOTTING PAPER,

[
CALL PLOTI(0.0%1240=3)
CaALL ORIGIN(O )

4

ML 100 1S THE MAJOW L 00P OF Twe PHOGKAM, THE LUOP WEADS 4
WAVEFORM FROM WAL TAPE ANU DECIVES TO PLOT IT UR 10 READ
ANOTHER ONE .

c

c
00 100 T1=1.NO
READ (3) Teushe
i 1.€0 IIO’IOO Vo .Q'
8q 10 100
999 CONTINVE
1HOP S [ HOP +MHOP
c

DL 308 COUNTS THE (EROES IN THE LEFT ZEWO BUFFEN, THE NO, OF
ZERNES EQUALS JJ=l.

c
DO 308 JJs).N
1F(U(JJ) .EQ.0.) GO TO 3U8
60 10 3v9

J0R CONTINVE

309 CONTINUVE
TSLIPeT (UJ)
NokeyJj=1
c

n )l. .'IOI!’ THE LEFT ZERC BUFFEN ANU SLIPS THE TIME AX1S
RD BY TSLIP TO MAINIAIN THE ORJGINAL TINE RELATION-
SI BETWEEN THE ELES. OF Twe U ANRAY.

<

c
DO 310 Islenw
aslegJ=1
Uil eyna)

T eT(MA)=TS 1P

210 Continve

¢

¢

NL SSS SELGECTS Twe NO. OF U ELES. NECRSSAMY FOW A PLOT THAx
LONG.

c

c

DO 588 Jslon
IF(TMARLLT.T(J)) GO TO 800
$Sa CONTINUE
600 CONTINVE
IFCIFLTYLEQ.1) GO TO &
IFCIFLTT,.EQ.2) GO TO &

60 10 &
CALL ORIBIN(T.9aT4)
IFLTTe2

»

60 10 7
CALL ORIGINIO,¢3.9)
1FLTTe)d

-

@0 10 7
CALL ORIATIN(O.43.9)
IFLTTel

CONT INVE

LU Inane

LALOANTINE

CALL PLTARTIS IO, =1425¢2.9
CALL PLTARISI
CALL PLTDATA(TIUsJe0+0+0.4TSCAL
CALL PLOTLINE ((30=]1.%0alt00,)

B

l.twvlnll.!’tll
TrICILBL,
«oANPSCL O .\

6,18, SiGmA =

LT L

CALL ’\OVLIN.(.!'-I.'..IAoI.b
PRINT 36,TT1C

e '0"!”“0-." SECONDS BETWLEN |1C WARKS ON WOR. AXIN®)
100 :oﬂ'l"
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ALTERNATE REPRESENTATION OF THE IMPROVED FM SOLUTION




i'
?
?
|

- ——

S

115

The Earnshaw solution for the two-frequency boundary condition,

u(0,t) = Uop sin u)pt +u . sin gt » (2.10)

is
1 =~

u(x,t') = Uop sin ©® + u sin 9 * (2.11a)

where
T
P =t'+ . 5 (uop sin mp$ +u . sin whw) . (2.11v)
o

The weak signal term of the Earnshaw solution is

u, =u_ sin g9 " (p.1)

The improved FM solution (Eg. 2.19, a time domain solution) was obtained

from Eq. D.1 by using the rollowing approximation of Eq. 2.1lb,

= f 4 BE, ;
Patt s Uyp Sin wp@ . (2.16)
c

o}

A dimensionless representation of Egs. D.1 and 2.16 is used to derive a
frequency domain representation for the improved FM solution. The weak

signal term becomes

v, = sin 00 ’ (D.2)
where
Yy
LR (D.3a)
ow
and
o=y + A sin ¢ (D.3b)
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with

y = mpt - (D.4%)

Equation D.2 may also be represented as

Q0
v, =In eV ’ (D.5)

if the imaginary part of the result at the end of the derivation is taken

to equal Vw' The Laplace transform is taken from Eq. D.5,

Vwiss ='/: Vw(y) e ay . (D.6)

The transform becomes, after one integration by parts and a change from

en integration over y to one over 9,

o0

-V (y) e -sy _Jjqo
V.(s) = —~ +~)/*° St . (D.7)
o “Zo

w s s
With the substitution of an expression for y obtained from Eq. D.3b,

Eq. D.T becomes

w 8

g so_ sin ¢
vV (8) = 1. 3 %f"‘ e(-sﬂg)q’ e P do . (D.8)
0

A Bessel function identity is needed to’evaluate Eq. D.8. A generating

function for the modified Bessel function of first kind, In’ is

1

5 2(t+1/t) %

P D, L (D.9)
N=w=00




LI

Let t=je‘je; Eq. D.9 becomes

Z sin 6 Z T (Z)( J)m jm@ ¥ (D-lO)

n==00

Equation D.8 becomes, with the application of Eq. D.10,

V (s) = % 2 )(-j)n'/: cl-sr(@m) a0 0 (D.11)

Evaluation of the integral in Eq. D.1l is straightforward and yields

(0 _s)

Vel =g+ 2 n;m -" ;’7%3 : (p.12)

mIH

The inverse lLaplace transform of Eq. D.12 is expressed as

” ® I (o0.s)
V) = A [% £330 3 (=) < o ]esy as . (D.13)

N==w

The integrand of Eq. D.13 has simple poles at s=0 and at s=j(Q+n). Using

the theorem of residues to evaluate the boundary integral of Eq. D.13

ylelds
v (y z: [Q+n)0p] ej(ﬂﬂ'x)y 3 (D.14)
where the Bessel function identity
I (3x) = 3" 3 (x) (D.15)

has been used. Taking the imaginary part of Eq. D.1l4, the final result
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is obtained

Vw(y) = i ﬁ .J’n(9+n)crp sin(Q+n)y - (D.16)

n=-

Equation D.16 is an alternate representation for the improved FM solution
presented in Chapter II (Eq. 2.19) and is equivalent to Eq. 2.20. The
derivation presented here is due to Blackstock. A similar approach was
used by Lockwood16 in his derivation of a solution equivalent to Fenlon's
solution.

Equation D.16 shows an asymmetry structure similar to the
approximate Fenlon solution (Eq. 2.23); the argument of the Bessel
function is Q+n, not simply Q@ like in the FM solution. The amplitude
factor for Eq. D.16 is Q/(Q+n) rather than an amplitude factor similar to
the one in Eq. 2.23. The reason for the difference in ampli“ude factors
is that Eq. 2.23 incorporates to some degree the mutual sideband formation

from both signals, while Eq. D.16 incorporates only the sidebands from

the effect of the pump on the weak signal.
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